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Constraining Climate Model Properties Using Optimal Fingerprint Detection Methods

Chris E. Forest1, Myles R. Allen2,3, Andrei P. Sokolov1 and Peter H. Stone1

Abstract 

We present a method for constraining key properties of the climate system that are important for climate
prediction (climate sensitivity and rate of heat penetration into the deep ocean) by comparing a modelÕs
response to known forcings over the 20th century against climate observations for that period. We use the
MIT two-dimensional (2D) climate model in conjunction with results from the UK Hadley CentreÕs coupled
atmosphere-ocean general circulation model (AOGCM) to determine these constraints. The MIT 2D model is
a zonally-averaged version of a 3D GCM which can accurately reproduce the global-mean transient response
of coupled AOGCMs through appropriate choices of the climate sensitivity and the effective rate of diffusion
of heat into the deep ocean. Vertical patterns of zonal mean temperature change through the troposphere and
lower stratosphere also compare favorably with those generated by 3D GCMs. We compare the height-
latitude pattern of temperature changes as simulated by the MIT 2D model with observed changes, using
optimal fingerprint detection statistics. Interpreted in terms of a linear regression model as in Allen and Tett
(1998), this approach yields an objective measure of model-observation goodness-of-fit (via the normalized
residual sum of squares). The MIT model permits one to systematically vary the modelÕs climate sensitivity
(by varying the strength of the cloud feedback) and rate of mixing of heat into the deep ocean and determine
how the goodness-of-fit with observations depends on these factors. This approach provides an efficient
framework for interpreting detection and attribution results in physical terms. For the aerosol forcing set in
the middle of the IPCC range, two sets of model parameters are rejected as being implausible when the model
response is compared with observations. The first set corresponds to high climate sensitivity and low heat
uptake by the deep ocean. The second set corresponds to low sensitivities for all values of heat uptake. These
results demonstrate that fingerprint patterns must be carefully chosen, if their detection is to reduce the
uncertainty of physically important model parameters which affect projections of climate change.
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1 Introduction

The projection of future climate change requires the use of complex climate models

that contain uncertain representations of subgrid scale physics, and therefore di�er

in their depiction of climate system properties (e.g., cloud feedback, which is a major

uncertainty in determing climate sensitivity, and the rate of penetration of heat into

the deep ocean, which is the major determinant of how rapidly warming occurs (see

Houghton et al., 1996)). Some information on properties of the climate system is

contained, at least implicitly, in the results of detection and attribution studies: for

example, unambiguous detection of anthropogenic greenhouse gas inuence on cli-

mate is equivalent to rejecting the hypothesis of zero or negligible climate sensitivity.

To date, however, the focus of such studies has been on signal detection rather than

the physical implications. Consequently the identi�cation of anthropogenic forcings

as being responsible for recent climate changes has not yet led to a reduction in the

large uncertainty in projections of future climate changes.

In a broad sense, two types of uncertainty exist: uncertainties associated with the

representation of physical processes in the model used in the climate projections and

uncertainties in the forcing scenarios of future climate. In this study, we address

the former but recognize that a full assessment of uncertainty must encompass both

types.

Fingerprint detection studies are conducted by running a climate model under a

set of prescribed forcings and using detection diagnostics to determine whether cli-

mate change under a forced scenario can be distinguished in the climate observations

from natural variability of the climate system (e.g. Hansen et al., 1997; Hasselmann,

1993, 1997; Hegerl et al., 1996, 1997; Santer et al., 1995, 1996; Tett et al., 1996).

As is well known, it is diÆcult to estimate the true climate system variability from

observations and therefore, climate models are run with equilibrium conditions for

�1000 years to provide estimates of climate variability to be used in signi�cance

tests of climate change detection. It is unclear, however, how a positive detection
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of climate change relates to an improved projection of future climate. In part,

this is because the detection diagnostics are not directly linked to the properties

known to be important for projections of climate change. As discussed elsewhere,

the two such parameters are the equilibrium climate sensitivity to changes in radia-

tive forcings (e.g., Houghton et al., 1996) and the rate of heat uptake by the deep

ocean (Sokolov and Stone, 1998). Together, these properties describe the decadal-

to-century timescale response of the climate system to a given forcing (e.g. via the

global mean surface temperature).

In this paper, we show how climate change detection diagnostics can be used to

quantify uncertainty in these properties and therefore quantify uncertainty in cli-

mate projections. We also examine how these uncertainties a�ect the attribution of

recent climate changes to speci�c forcings. From recent results in climate change

detection research, it appears that a signal of anthropogenic climate change is emerg-

ing from the noise of internal variability (Santer et al., 1996), but this signal has not

yet been fully exploited for these purposes. One reason for this is that the enormous

resources necessary to run three-dimensional coupled atmosphere-ocean general cir-

culation models (AOGCM) limit the ability of researchers to adjust parameters

related to the climate sensitivity or adjustment timescales. In addition, the ability

to add and subtract forcings is restricted by the feasible number of simulations. By

systematically exploring a model parameter space, which would be impossible to do

using AOGCMs, this study provides a methodology for constraining model proper-

ties that are directly relevant to reducing uncertainty in the projection of climate

change, and thus, has direct bearing on interpreting the detection and attribution

results of 3D AOGCMs.

For a computationally eÆcient model, we use the MIT 2D statistical-dynamical

climate model which was developed to examine the uncertainty in future climate

projections associated with 3D climate models (Sokolov and Stone, 1998). The

atmospheric model is coupled to a Q-ux di�usive ocean model that mixes tem-

perature anomalies into the deep ocean. As discussed later, the model has explicit
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adjustments to alter the climate sensitivity and the rate of heat mixing into the

deep ocean. The model can be forced in the same manner as 3D AOGCMs and

thus, uncertainty of the forcings can also be addressed. In particular, the magni-

tude of the anthropogenic aerosol forcing is highly uncertain. In addition to varying

the sensitivity and the ocean di�usivity, the e�ective aerosol forcing can be varied

and included as an uncertain parameter producing a three dimensional parameter

space. In this study, however, the parametrization of the aerosol forcing remains

�xed and we only examine the model response as a function of the climate sensitivity

and deep-ocean heat uptake.

The model will be forced with changes in greenhouse gas, anthropogenic aerosol,

and stratospheric ozone concentrations to produce a simulated climate record for the

20th century. We will produce a large number of simulations by spanning the pa-

rameter space of the two uncertain parameters and then use the optimal �ngerprint

detection algorithm to determine the �t between model simulation and observation-

s. The �ngerprint diagnostics provide normalized residual sum of squares statistics

that can be used to assess the goodness-of-�t as a function of the uncertain model

parameters. In this manner, a location in the model parameter space that best

�ts the observational record and a con�dence region surrounding this point can be

identi�ed.

The method for quantifying these uncertainties is divided into two parts: the

simulation of the 20th century climate record and the comparison of model simula-

tions with observations using optimal �ngerprint diagnostics. We �rst require a large

sample of simulated records of climate change in which the climate model properties

have been systematically varied. We use the MIT 2D statistical-dynamical climate

model to provide the �rst. For the second, we employ a method of comparing simu-

lations to observations that appropriately �lters \noise" from the pattern of climate

change. The variant of optimal �ngerprinting proposed by Allen and Tett (1999)

provides this tool and yields detection diagnostics that are objective estimates of

model-data goodness-of-�t.

4



In what follows, we briey describe the features of the MIT 2D climate model

(Section 2.1) and the optimal �ngerprint method (Section 2.2). We then discuss the

forcings applied to simulate the 20th century climate record (Section 2.3) and the

setup of the experiments (Section 2.4). In Section 3.1, we will discuss the model

simulations and the physical implications for constructing �ngerprint patterns. In

Section 3.2, we will show the e�ects of �ltering \noise" from the �ngerprint diag-

nostics. This will be followed by a description of the distribution of the �ngerprint

statistics over the model parameter space (Section 3.3) and their impact on uncer-

tainty in model forecasts (Section 4).

2 Models, Methods, and Experimental Setup

2.1 MIT 2D Land-Ocean Climate Model

The MIT 2D Land-Ocean Climate Model consists of a zonally averaged atmospheric

model coupled to a Q-ux di�usive ocean model. The model details can be found

in Sokolov and Stone (1995, 1998). The atmospheric model is a zonally averaged

version of the Goddard Institute for Space Studies (GISS) Model II general circula-

tion model (Hansen et al., 1983) with parameterizations of the eddy transports of

momentum, heat, and moisture by baroclinic eddies (Stone and Yao, 1987, 1990).

This version of the model has 24 latitude bands ( �� = 7:826o ) and 11 vertical lay-

ers with 4 layers above the tropopause. The model uses the GISS radiative transfer

code in which the e�ects of all radiatively important trace gases, as well as aerosols,

are included. The surface area of each latitude band is divided into a percentage

of land, ocean, land ice, and sea ice with the surface and radiative uxes computed

separately for each surface type. This allows for appropriate treatment of radiative

forcings dependent on underlying surface type such as anthropogenic aerosols. The

atmospheric component of the model, therefore, simulates most of the important

nonlinear dynamical interactions between components of the atmospheric system.

The climate model sensitivity, S, is de�ned as the equilibrium change in global-
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mean surface temperature in response to a doubling of CO2 concentrations. Al-

though the true climate system sensitivity depends on multiple feedbacks, atmo-

spheric GCM sensitivities vary primarily from di�erences in cloud feedback (Cess

et al., 1990; Houghton et al., 1996). Consequently, the MIT model's sensitivity is

controlled by altering the cloud feedback. As in most models, the MIT model pa-

rameterizes clouds based on the vertical pro�le of temperature and moisture. The

computed cloud fraction is modi�ed in the following way (after Hansen et al., 1993):

C 0 = (1+ k�Ts)C where k is an adjustable parameter, �Ts is the change in global-

mean surface temperature, and C is the computed cloud fraction. An increased

cloud fraction (positive k) leads to a reduction of the overall warming associated

with an increased external radiative forcing and vice versa. Because the additional

cloud fraction is proportional to the change in temperature from equilibrium, the

current mean climate remains unchanged when the climate sensitivity is changed.

As discussed in Sokolov and Stone (1998), changes in atmospheric response to a

doubling of CO2 follow closely those shown by the UKMO GCM in simulations with

di�erent cloud parameterizations (Senior and Mitchell, 1993). The ability to vary

the sensitivity of the MIT climate model, along with the computational eÆciency,

provides a useful tool for exploring questions which would be impractical to explore

with more complex 3D AOGCMs.

The ocean component of the MIT model is a di�usive ocean in which temperature

anomalies in the ocean mixed layer are mixed vertically into the deep ocean. The

mixed-layer depths are speci�ed from climatology, and vary with latitude and sea-

son. The ocean model's vertical di�usion coeÆcients depend on latitude and have

been adjusted to match observations of vertical mixing as determined from tritium

observations (for a description, see Sokolov and Stone, 1998). From the tritium

measurements, the estimate of the globally averaged vertical di�usion coeÆcient,

Kv, is 2.5 cm
2/s (Hansen et al., 1997) with unspeci�ed uncertainty. The timescale,

� , for the response of the climate system to instantaneous forcings depends on the

sensitivity, the mixed layer depth, and the vertical di�usion coeÆcient in the ocean
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(Hansen et al., 1985). The value of the e�ective vertical di�usion coeÆcient is not

well constrained by observations and di�ers considerably from one coupled GCM to

another (Sokolov and Stone, 1998). Thus, the adjustment of the vertical di�usion of

heat provides a parameter for changing the timescale of the climate system response

independently of the sensitivity. The adjustment scales the meridional pro�le of

the di�usivities such that the global mean di�usivity changes while the distribution

with latitude remains �xed.

The ocean model includes the application of a Q-ux to account for horizontal

heat transports in the ocean. Thus, an imposed meridional heat ux is applied

in the ocean mixed layer. This Q-ux is calculated from an equilibrium climate

simulation using present-day SST and sea-ice distributions and it varies seasonally.

The Q-ux is imposed in all runs discussed herein. Thus, the ocean model is not

purely di�usive but contains a �xed transport component. The imposed heat ux in

conjunction with the vertical di�usion of heat represents all oceanic circulations. In

addition the Q-ux implicitly compensates for any errors in the atmospheric model's

physics. The Q-ux follows standard practice in the climate modeling community in

that it is based on current climate conditions because the appropriate equilibrium

conditions remain unknown for initializing simulations starting in the pre-industrial

era. The model also contains an interactive thermodynamic sea-ice model, like that

in the GISS GCM (Hansen et al., 1984).

In summary, the MIT model has two global parameters that determine the rate

and magnitude of the decadal-to-century timescale response of the climate system

to an external forcing. These are the climate sensitivity (S) to a doubling of CO2

concentrations and the global mean vertical thermal di�usivity (Kv) of the deep

ocean. Sokolov and Stone (1998) have shown that the global response of a given

3D AOGCM can be duplicated by the MIT 2D model with an appropriate choice of

these two parameters for any forcing (Figure 1 ). Given these matching parameters, Fig. 1

we can then estimate the response of the 3D AOGCMs under identical forcings by

the equivalent response of the 2D model (Figure 2). Fig. 2
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Published values of 3D AGCM model sensitivities range from 1.9o to 5.2oC (Senior

and Mitchell, 1993). Comparisons between timeseries of transient climate changes

calculated with the MIT model and with 3D AOGCMs show that the GCM's equiv-

alent vertical di�usivities range from 0.0 to 25.0 cm2/s (see Table 1). We intend to Table 1

constrain these parameters by using comparisons of simulations with the MIT model

with observations. Provided the model response over some range of these param-

eters di�ers signi�cantly from the observations, we will be able to discard certain

parameter choices as being unlikely based on the model-data goodness-of-�t.

2.2 Optimal �ngerprint detection statistics

The method for comparing the climate model data to the observational record is

derived from the optimal �ngerprint detection algorithm (e.g. Allen and Tett, 1999;

Hasselmann, 1979, 1993, 1997; Hegerl and North, 1997). The technique requires

choosing a pattern of climate change to be identi�ed in the climate record and de-

signing an optimal �lter to maximize the signal-to-noise ratio in the corresponding

pattern amplitude. The optimization procedure requires an a priori estimate of

noise expected in the chosen �ngerprint. Thus, we attempt to minimize the impact

of uctuations that are not associated with the signal we are trying to detect. In

a perfect world, we would use an estimate of the noise based on observations. Be-

cause available data do not permit this, noise characteristics are estimated from an

equilibrium control run of a climate model that simulates the natural uctuations

of the climate system as represented by the model.

The a priori noise estimate is given by the noise covariance matrix, ĈN , and is esti-

mated from the control run of the HadCM2 model, which is one of the few AOGCMs

for which extended control integrations are readily available (Tett et al., 1997). The

internal variability of the vertical patterns of temperature change for timescales less

than 20 years has been examined and shown to be similar to estimates from ra-

diosonde observations (Gillett et al., 2000). Currently, no observations are available

for testing the variability on longer timescales. Given that short timescale variabil-
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ity contributes to that on longer timescales, ĈN represents the natural variability

in any predicted pattern, and is determined by the variability in the corresponding

pattern amplitude in successive segments of \pseudo-observations" extracted from

the control run for the climate model. The MIT 2D Climate Model underestimates

the noise covariance matrix (Sokolov and Stone, 1998). Estimates of the MIT 2D

model's variability given in Sokolov and Stone (1998) were obtained from 200-year

simulations. Variability estimates based on 1000-year simulations are somewhat

larger, but still smaller than those from AOGCMs.

Next, we present the optimal �ngerprint method followed by the modi�cations

necessary for this study. We have a vector of observations, y, over a given period

and a corresponding simulation (or ensemble) by the climate model, denoted by

x. We wish to determine the amplitude of the pattern, x, that best explains the

observations, y. This is done using a multivariate regression algorithm:

y =
mX

i=1

�ixi + u (1)

where �i is the amplitude of the i
th model-predicted pattern, xi, and u is the noise

term and represents an additive internal climate variability as well as unmodeled

components of the climate change. Here, xi can represent either multiple model

responses to individual forcings or the single response to multiple forcings. The

pattern amplitudes, �i, represent the amount by which we have to scale the i-th

model-predicted signal to reproduce the observations, assuming no prior knowledge

of the amplitude of any of these signals and taking into account the noise charac-

teristics of the internal variability.

The pattern amplitudes, �i, are determined from the standard multivariate re-

gression algorithm:

~� = (xTC�1

N x)�1xTC�1

N y (2)

where CN = E(uuT ). The (~�) denotes an optimal estimator as opposed to a standard

least squares estimator and E represents the expectation operator. The uncertainties
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in ~�i are estimated by:

~V ( ~�) = F T
1
CN2

F1 (3)

where F T
1
= (xTC�1

N1
x)�1xTC�1

N1
. ĈN1

and ĈN2
are estimated from separate portions

of the control run to remove \arti�cial skill" in estimates of con�dence intervals

for ~� as discussed in Allen and Tett (1999). The assumption that u is normally

distributed is veri�ed by checking that the normalized residual sum of squares is not

inconsistent with a F��m;� distribution with � �m and � degrees of freedom (d.f.)

where � is the number of retained EOFs in the pseudo-inverse of CN (discussed

later), m is the number of model patterns, and � is the degrees of freedom of ĈN .

The normalized residual sum of squares is given by:

r2 = ~uT Ĉ�1

N ~u � (��m)F��m;� (4)

where F��m;� is the F -distribution with � � m and � d.f. A F�1;�2 distribution is

the distribution resulting from the ratio of two �2 distributions with �1 and �2 d.f.;

a �2� distribution results from adding the squares of � normally distributed random

variables with unit variance. In the limit of � ! 1, (� � m)F��m;� ! �2��m. As

done in the estimate of ~V ( ~�), we note that the EOFs used to estimate ~u and ĈN are

taken from di�erent segments of the control runs to avoid \arti�cial skill". (Also,

we have dropped the subscript on ĈN to simplify the notation. )

One underlying problem of the multivariate regression procedure is the estimation

of C�1

N . The pseudo-inverse is used and hence, a truncation of the number of EOFs

used in the expansion must be made. (Recall that the pseudo-inverse is given by

C�1

N = ET��1E where E is the matrix of eigenvectors of CN (aka EOFs) and �

is the associated diagonal matrix of eigenvalues. The truncation occurs by setting

the high rank eigenvalues to zero.) Typically, this is an arbitrary task, but, by

performing an F -test on the residuals, a warning ag for over�tting can be raised.

In the multivariate regression algorithm, an assumption is made that the residuals

cannot be distinguished from white noise. This provides a testable null hypothesis
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regarding r2 such that we can quantify the probability of not being inconsistent

with a white-noise hypothesis. Provided we can estimate \the number of degrees

of freedom for the �t" (Allen and Tett, 1999), we are able to place probability

constraints on r2 when compared against an F -distribution. We also note that r2 is

inversely related to typical goodness-of-�t statistics, such that we are searching for

a minimum in r2 to obtain a maximum in the goodness-of-�t.

The common interpretation of the truncation of EOFs is that we project the �n-

gerprint pattern onto the dominant modes of variability which contribute to the

pattern itself as determined from the external model of variability. Because C�1

N

becomes ET��1E we can substitute ET��
1

2��
1

2E for C�1

N because � is a diagonal

matrix. Thus, xTC�1

N x is equivalent to a coordinate transformation to the eigenvec-

tor basis of CN . In addition, each new variable has been normalized to have unit

variance, which is equivalent to prewhitening the dataset. Thus, we write

xTC�1

N x = xTP TPx = (Px)TPx (5)

where P = ��
1

2E. If we recognize that the EOFs are the modes of variability

of the �ngerprint pattern (and not the modes of climate variability from which

the EOFs were estimated), we can interpret the optimal detection procedure as

�rst projecting both the �ngerprint pattern and the observation pattern onto the

modes of variability and retaining only a strictly de�ned number of EOFs. After the

projection is done, the regression coeÆcient, �, is then determined, after which the

normalized residuals are checked against a white-noise hypothesis. If the r2 statistic

is found to be inconsistent with an F -distribution for � + 1 EOFs, but not for �,

then the truncation of EOFs is taken as �.

The scale factor, �, is calculated to provide the best �t between the observations

and model data after each data set is rotated onto the �rst � EOFs and normalized.

In essence, � 6= 1 provides an additional parameter to modify the climate model

output before the comparison to observations. If we set � = 1 and compute r2, we

will determine the true distribution of the goodness-of-�t for the model response
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in the climate model's parameter space. This removes the additional adjustment

of the amplitude of the model predicted pattern. For the case of climate change

detection, the ability for � to vary is essential, although � = 1 implies a perfect

model response. In our case, the additional degree of freedom is not desired because

we wish only to examine the model response as a function of the model parameters.

In all other aspects, the calculations remain �xed. The projections onto the EOFs

and the truncation number are determined while allowing � to vary after which � is

set equal to 1.0 and the r2 is computed for the intercomparisons of model response

for di�erent values of model parameters (Summary shown in Figure 3). Fig. 3

Given that we can compute r2 using the optimal detection algorithm, the goal of

this work is to locate the minimum r2 as a function of the uncertain model param-

eters. Once we �nd the minimum, we must ask how far can the model parameters

deviate from the location of the minimum r2 before the �t with observations is no

longer consistent at some level of con�dence. To do this, we use a property of the

estimated residuals:

E(r2) = E(ûT Ĉ�1

N û) = uTC�1

N u+mFm;� (6)

where u and û represent the true and estimated residuals, respectively. Thus, the

r2 at an arbitrary location must di�er by mFm;� , for a given signi�cance level, to be

considered di�erent from the minimum r2 value, or:

�r2 � mFm;� (7)

This provides a means for rejecting regions of model parameter space as producing

a simulation that is inconsistent with the observational record. (Strictly, we are

rejecting model parameters (or simulations) that are signi�cantly di�erent from the

best �t simulation (where r2 is minimized). If the best �t simulation does not

provide a signi�cant match (� 6= 0) with the observations, then the �r2 test would

not provide the necessary check against the observational record.)

In all results discussed herein, model simulations are compared to upper-air tem-

perature changes for the 1961{1995 period as estimated from radiosonde data (Park-
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er et al., 1997) with adjustments to southern hemispheric data as done in Tett et al.

(1996). The radiosonde data are used to calculate annual mean, zonal mean tem-

perature �elds on a latitude-height grid (e.g., see Figure 6 below). Because data

are unavailable for certain regions and times, a missing value mask is obtained for

both space and time. The MIT model data are regridded to the observational grid,

and then sampled using the observational data mask to compute the 1961-1980 and

1986-1995 period means. Thus, the initial �ngerprint pattern is the latitude-height

pattern of temperature change between the two period means. The �ngerprint and

observational data are identical to those used in Tett et al. (1996) for simplicity in

comparing results. The choice of averaging periods was made to accomodate the

1958-1995 record of radiosonde data. Additionally, the averaging period excludes

the years following major volcanic eruptions, 1963-4 and 1992, (see Allen and Tet-

t, 1999) to reduce the e�ect on the computed averages. This particular choice of

climate change diagnostic has direct bearing on the set of chosen anthropogenic

forcings and the design of the model simulations that are discussed next.

2.3 Forcings

For a given set of model parameters, we ran the model forced by changes in green-

house gas, sulfate aerosol, and ozone concentrations starting from equilibrium at

1860. The forcings are applied in the same manner as in HadCM2 runs (Tett et al.,

1996) such that the radiative forcing by the combined greenhouse gases is repre-

sented as a change in an equivalent CO2 concentration, the sulfate aerosols alter

the surface albedo, and ozone changes are taken as deviations from the climatology.

We use the same forcings as in the GSO experiments of the HadCM2 model excep-

t for the ozone data. We altered the ozone concentrations to match observations

(Figure 4, see Hansen et al., 1997, for description) rather than use parameterized Fig. 4

changes as done in Tett et al. (1996). Hereafter, we refer to the combined forcing

as the GSO forcing.

The equivalent CO2 concentrations (Figure 4) were calculated from the instanta-
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neous radiative forcing, �F , obtained from the HadCM2 GSO simulation. In our

calculations, �F is converted to a temperature change, �To, using �To = �F (1:2
4:3
)

where a temperature change of 1.2ÆC corresponds to a radiative forcing change of

4.3 W/m2 from a doubling of CO2. The CO2 concentrations are then calculated

from �To using an approximation for the GISS radiation code (Hansen et al., 1988).

The anthropogenic aerosol forcing is imposed for clear sky only conditions by ad-

justing the surface albedo using a multiple reecting approximation in the boundary

layer containing the aerosols (Charlson et al., 1991; Mitchell et al., 1995). (A version

of the MIT model with interactive chemistry (Wang et al., 1998) is available but

was not used in order to gain computational eÆciency.) The sulfate aerosol loadings

(Figure 4) are converted to an albedo change via

�Rs = �Æ(1� Rs)
2sec(�o) (8)

where Rs is the surface albedo, � is the upward scattering parameter, and �o is the

solar zenith angle (notation from Mitchell et al. (1995)). The loading contribution is

Æ = �BSO2�

4

where � is the mass scattering coeÆcient [m2/g] and BSO2�

4

is the sulfate

loading burden [g/m2] (see Mitchell et al., 1995). A key point is that the albedo

change is dependent on the underlying surface albedo such that the e�ects over land

and sea are di�erent. Because the ocean albedo is smaller, the e�ect of the aerosols

is potentially greater over the sea surface. The response to aerosol forcings remains

uncertain such that neither � nor BSO2�

4

are well known (Houghton et al., 1996). To

be consistent with the HadCM2 simulations we use � = 8.0 m2/g (Mitchell et al.,

1995) which results in an annual mean radiative forcing of -0.5 W/m2 in 1986. This

compares with -0.6 W/m2 for HadCM2. Also following Mitchell et al. (1995), we use

the latitude-longitude distribution from Langner and Rodhe (1991) as an estimate of

the aerosol loading pattern calculated for the 1986 emissions estimate. We compute

zonal averages over land and sea surfaces to obtain the aerosol loading as a function

of latitude and surface type. These latitude pro�les are then scaled by the annual

mean emissions estimate for the 1860-1995 period. Because the estimated residence
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time for sulfate aerosols is on the order of weeks, the estimate based on the annual

emissions should be a reasonable proxy for scaling the sulfate loading pattern.

2.4 Model experiments

The model experiments are designed to simulate the climate response to the pre-

scribed GSO forcing with a particular choice of model parameters which are proxies

for properties of the climate system. We created a four-member ensemble experi-

ment for each parameter setting following Tett et al. (1996) to reduce noise in the

predicted response to the climate forcings resulting from internal variability of the

model. The model runs were started in 1860 with the prescribed forcing and run

to 1995. At the beginning of 1940, the model was stopped and the model state

perturbed by adding deviations from a control run to create the additional mem-

bers of the ensemble. The model perturbations were created as outputs every 10

years from a present-day climate control run. The deviations are calculated with

respect to the climatology of the control. In this manner, three perturbation runs

were started in 1940 for a total of four runs with the given forcing and parameter

settings. We recognize that four-member ensembles are perhaps small and that the

model's eÆciency would allow larger ensemble sizes. However, we chose to create a

large ensemble of runs at di�erent parameter choices rather than explore the use of

a larger ensemble size at a given choice of model parameters.

Given the range of model parameters that correspond with 3D AOGCMs (see

Table 1 and Figure 1), we chose to vary S in the range from 0.4 to 11.0 K and Kv

from 0.0 to 160.0 cm2/s (see Figure 2). We note that the range of S encompasses that

of the IPCC (Houghton et al., 1996) cited in Kattenberg et al. (1996). Overall, these

ranges cover a distribution that is known to encompass values for 3D coupled climate

models (see Table 1) as well as showing signi�cant variations in model response. For

example, if we examine the decadal-mean global-mean surface temperature at the

time of CO2 doubling for a simulation in which the model is forced by a 1.0%/year

rise in CO2 concentration, the temperature change from equilibrium varies from 0.3
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to 3.7 K over the parameter choices as shown in Figure 2.

We ran the model to obtain the model response to the GSO forcing as it varies

within the 2D model parameter space. In all, we ran 61 experiments at di�erent

model parameter values and 4 ensemble members for each parameter setting, which

corresponds to 18,544 years of simulated time. Having generated the model data,

we calculated the �ngerprint detection and the r2 statistics.

3 Results

This section will be split into several parts with the intent to give the reader: (1)

a sense that the model is able to produce results similar to 3D AOGCM experi-

ments, (2) an interpretation of how the optimal �ngerprint �lters the data, and (3)

an application of the method to a 35 year record of radiosonde data and model

simulations.

3.1 Model Response

Given simulations of zonally averaged climate for 1860{1995, we can calculate two

patterns of temperature change which are directly comparable to 3D AOGCM result-

s. The �rst is the horizontally averaged vertical pro�le of temperature trends for the

1979{1995 period (Figure 5). The importance of the correct ozone concentrations for Fig. 5

this period is clearly shown by the lack of a strong cooling trend in the stratosphere

for runs which do not include the ozone concentration changes. The results shown

are for values of Kv=2.5 cm2/s and S=3.0 K and the relevant permutations of the

combined forcings. As noted in Hansen et al. (1997) and Bengtsson et al. (1999),

these model results indicate the importance of the appropriate ozone concentrations

in providing an explanation of the trends in satellite derived estimates of similar

trends over the 1979-1995 period. Although this 1D pattern of change is not used

in �ngerprint studies, it does show the necessity for a complete set of forcings when

making a direct comparison with observations of upper-air temperature changes.
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The second pattern of temperature change is the latitude-height cross-section of

zonal mean temperature di�erences for the 1961-1980 to 1986-1995 periods (Figure

6). For the GSO forcing scenario, Figure 6 shows the MIT model response for three Fig. 6

cases that can be considered high-, middle-, and low-response parameter choices (see

Figure 2). Qualitatively, the pattern of zonal mean temperature di�erences shows

a warmer troposphere and a cooler stratosphere overall with regions of enhanced

warming in the tropical upper troposphere and near the surface in polar regions.

These features are consistent with theoretical expectations of changes due to GHG

forcing plus feedbacks associated with water vapor, lapse rate adjustments, and high

latitude albedo.

We now discuss the similarity between the HadCM2 simulation and the equivalent

simulation by the MIT model. In Figure 7, the relative amplitudes of the EOFs Fig. 7

are shown for the MIT and HadCM2 GSO simulations with equivalent changes in

ozone concentrations. The amplitudes have a correlation of 0.60 and 0.83, for the

optimized and non-optimized cases respectively. This further signi�es that the MIT

model is capable of reproducing 3D AOGCM results. In the non-optimized case, the

amplitudes of the �rst EOF in each model are roughly -1.3. We also note that the

e�ect of applying the optimization increases the relative amplitudes of the EOFs

which will be discussed later.

Here, we note two features of the GSO response (Figure 6) that will be addressed

later. First, the stratospheric cooling is relatively constant in the three cases shown.

We would expect this because the cooling associated with ozone losses should be

independent of both the climate sensitivity and the di�usive mixing of heat into the

deep ocean. The total stratospheric cooling should be only slightly dependent on

sensitivity because the greenhouse gas response shows only a small cooling in the

upper stratosphere which is also almost independent of S and Kv. This invariant

feature of the pattern has implications for designing �ngerprint diagnostics that can

be used to constrain model parameters. A second notable feature is the qualitative

di�erence in the high latitude warming between either the low or middle case and the
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high response case. The strong response in the southern latitudes appears when a

signi�cant fraction of sea ice melts and the reduced albedo enhances further warming.

This will be important for further discussions of the feedback mechanisms.

3.2 Filtered Response

The optimal �ngerprint algorithm as described earlier is equivalent to deriving an

optimal �lter to compare model simulations and observations. To illustrate the

�ltering process, we show the observational data after it is �ltered by the optimized

and non-optimized �lters (Figure 8). (The non-optimal �lter is that which projects Fig. 8

the data onto the �rst � EOFs but does not weight the EOF amplitudes by the

inverse of the noise, i.e. the singular values.) The optimal �lter emphasizes climate

changes associated with what appears as shifts in the Hadley Circulation. The

non-optimal �lter emphasizes a broad region of warming over most of the earth

with two main areas in the upper troposphere in northern mid-latitudes and in

the tropics. The e�ect of weighting the EOF pattern by its associated variance

gives more weight to the high rank EOFs with low variance. When we consider the

patterns and variance of the high rank EOFs (Figure 9 and 10), the banded features Fig. 9

Fig. 10of EOFs 11{14 dominate the optimized �ngerprint pattern (Figure 8).

As others have noted (Allen and Tett, 1999; Hegerl and North, 1997), the use of

high rank EOFs is highly suspect if the climate noise data is insuÆcient to correctly

sample these modes of variability. While we do not show the climate noise variance

explained by EOFs, the cumulative variance of the observational data explained by

the EOFs (Figure 10) shows that the �rst two EOFs explain 77% of the spatial

variance in the observational data and the remaining 12 EOFs explain another 6%

of the variance. Clearly, a relatively small amount of information is contained in the

high rank EOFs but we still rely on the information in EOFs 3-14.
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3.3 GSO Response - Kv �xed

We now present results for comparing the model response to GSO forcing with the

radiosonde observations. In this �rst case, we compare the model response to GSO

forcings for di�erent climate sensitivities and holdKv constant at 2.5 and 40.0 cm
2/s

(Figure 11). Also we remind the reader that we compare the model response directly Fig. 11

with observations without additional scaling by � (i.e., � = 1 ). In these �gures,

two types of comparisons are made against the (1) observations and (2) pseudo-

observations. We use pseudo-observations as given by the model response at a best

�t location. (For each value of Kv, a best �t location is chosen by locating the

minimum r2 when a comparison is made against observations. In this case, the

comparison of the model response with itself will yield r2 = 0. Thus, the r2-values

of the \perfect model" must be inated such that the minimum value matches that

from the comparison with observations.) In Figure 11, we compare two methods for

estimating con�dence intervals for climate sensitivity, S. The �rst is based on the

likelihood of r2 being di�erent from the minimum value owing to random chance

(Eq. 7) indicated by the dashed horizontal lines (80th and 95th percentiles are

shown). Provided r2 is less than this value, the model response cannot be rejected

as being di�erent from the observations. A second method for estimating con�dence

intervals is to use Equation (3). Given the estimates of ~� and ~V ( ~�), we apply this

scale-factor to the model's sensitivity and use the associated variance to provide an

optimal estimate of the climate sensitivity, ( ~S = ~�S � �~�S, where S is the model's

climate sensitivity). The con�dence intervals from this second method are shown by

a horizontal bar through the minimum r2 and represent a 2-� limit (95% con�dence

interval). In the case of a 3D model where the sensitivity is �xed, this is the only

available estimate for the uncertainty in the climate sensitivity based on available

statistics. As expected, r2 at the minimum matches the value for the comparison

against observations because we compare the model pattern with itself and obtain a

perfect �t. [ A more thorough approach would be to perturb the model response with
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noise from the control run and then perform the �t, but for illustrative purposes,

this method suÆces. ] For Kv = 2.5 cm2/s, the 80% con�dence interval for S is

1.7 to 3.3 K. The 95% con�dence interval is 1.2 to 3.8 K. For Kv = 40.0 cm2/s, the

80% con�dence interval for S has a lower bound at 1.5 K but no upper bound for

the region spanned by our simulations. These estimates can be compared with the

95% con�dence intervals based on �~� which are 0.6 to 3.8 K and 0.2 to 3.4 K for

the Kv =2.5 cm
2/s and 40 cm2/s, respectively.

Using ~V ( ~�) as indicated by the horizontal bar through the minimum r2-value in

Figure 11, we �nd a bias in the uncertainty region towards lower sensitivities but this

is partially a result of a model's over or under prediction of the observations. The

comparison of uncertainty bounds also indicates that the statistics for the variance

of S may not have a normal distribution which results from the transfer function

from � to S not having a linear form. The direct application of V ( ~�) to estimate

the V (S) does not appear to be valid. This point has been examined by Allen et al.

(1999) via an energy balance model calculation for global mean temperature. Here,

we make use of the full detection methodology to make a similar point. We also

show a perfect model comparison (Figure 11) in which the observations are replaced

with the model response at the minimum location for a given value of Kv. We note

that when the r2 values for the model to pseudo-observation comparison are smaller

than for the model to observation comparison, this implies that the model response

is more similar to the other model responses than to the observations over this range

of S.

3.4 GSO Response - Two Free Parameters

We further examine the set of GSO simulations by varying Kv, in addition to S,

and create distributions of r2 and � in two dimensions for the comparison of the

model response with the pseudo-observations (Figure 12) and the true observations Fig. 12

(Figure 13). From the �t with pseudo-observations (Figure 12), the model response Fig. 13

varies weakly over a wide region of the model parameter space. As the model
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parameters move into the \low" or \high response" regions the r2 values correctly

show that the model responses are signi�cantly di�erent as Figure 6 suggests. In the

model-observation �t (Figure 13), we see a similar distribution of r2 but multiple

minima indicate that di�erences in the predicted response contributes to noisiness

in the distribution of r2. We expect that larger ensemble sizes would reduce this

uncertainty and that the associated errors in r2 would decrease providing a smoother

distribution. The thick lines and shading represent the boundaries for the 80-th, 95-

th, and 99-th percentile con�dence regions and indicate that only the \high response"

region can be rejected at the 1% level of signi�cance. A second region of \low

response" can be rejected at the 5% level of signi�cance. We note that using this

pattern of temperature change, only the NCAR W&M model is rejected by this

method. All other 3D AOGCMs (see Table 1 and Figure 2) are within the 95%

con�dence region of acceptable parameters. We note that the response to future

climate forcings of these remaining AOGCMs does not represent the full range of

possible predictions which are consistent with the observations.

The distribution of � (Figure 13) indicates the relative magnitude of the model

response as compared against observations. The contour for � = 1 indicates where

the magnitude of the �ltered model response matches that of the observations. This

implies that variations of r2 along this line should represent di�erences in the mod-

eled pattern of change. The lack of signi�cant di�erences in r2 along the � = 1

curve suggests that di�erences in the model response are small for a broad region of

model parameters based on this temperature change diagnostic.

4 Discussion

4.1 Implications for uncertainty estimates of future climate

The ability to estimate uncertainty in predictions of future climate is strongly de-

pendent on being able to vary uncertain physical parameters that a�ect the future

predictions. The results presented here indicate that the full distribution of model
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responses for variations in S and Kv is necessary to determine the true uncertain-

ty distribution of the parameters. This identi�es a signi�cant limitation of 3D

AOGCMs in which the model structure remains �xed. Thus, in order to reduce

uncertainty in either S or Kv, more exible 3D climate models would be desirable.

Unfortunately, the majority, if not all, of climate models are structurally �xed and

their climate change properties are �xed as well. To adjust for this shortcoming, s-

tudies such as this one must be used to assess the probability distribution functions

(pdf) of the response. We note that the GISS model, parent of the MIT model,

did have a similar adjustment for the cloud feedback and therefore can produce

simulations with di�erent climate sensitivities (Hansen et al., 1993).

As discussed in Forest et al. (2000), these results provide uncertainty estimates

by placing bounds on the joint probabilities for S and Kv which can then be used to

estimate limits on future climate change when used in conjunction with estimates

of forcing scenarios as given by changes in greenhouse gas concentrations or aerosol

loadings. As an example of such bounds we refer back to Figure 2 and compare

it with Figure 13. These results imply that a 5% chance exists that the warming

under a 1%/year compounded increase in CO2 concentrations will will lie outside

0.5 to 2.9 K. These results can be compared for this particular scenario with results

from the second phase of the Coupled Model Intercomparison Project (CMIP2)

(Meehl et al., 2000) in which the identical simulation is being carried out for a

suite of 3D AOGCMs. These joint probability distributions provide a context for

intercomparing models and also allows one to calculate uncertainty estimates for

simulations by any single AOGCM.

Among many possible uses of these pdfs, we can assign a quantitive probability

statement to the oft quoted uncertainty in climate sensitivity, 1.5{4.5K, (Houghton

et al., 1996). As briey discussed in Forest et al. (2000), the IPCC range corresponds

to roughly an 80% con�dence interval which is obtained from the pdf for S evaluated

at Kv = 5.0 cm2/s, the value of Kv that matches the upwelling di�usion/energy

balance model used in Kattenberg et al. (1996) (Chapter 6, IPCC 1995). We note
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that the pdf for S is non-Gaussian, having a longer tail for higher S, which leads to

the non-uniform likelihoods for being outside this interval. There is a 13% chance

that S will be above 4.5 K and a 7% chance that S will be less than 1.5 K. We also

note that the upper bound on S increases rapidly as Kv is increased and thus, these

estimates of uncertainty for S are less robust than those for the climate predictions

where the isolines of model response are roughly parallel to the isolines of r2. This

particular example highlights the need for exploring joint probability distributions

as well as identifying, through further use of observations, where the \true" climate

system lies in such a parameter space. Doubling or halving the value of Kv used in

this exercise will certainly alter the implications.

4.2 Dependency of temperature change pattern on S or Kv

One goal of this work is to provide quantitative probabilistic bounds on S and

Kv. We also desire to identify means to further tighten these constraints. At �rst

glance, we can either use additional datasets or improve the use of existing data.

To further exploit existing data, we must focus on the patterns of climate change

that are most dependent on climate sensitivity or ocean heat uptake. A simple

method for identifying such features is to take the set of simulations (or subset) and

estimate two patterns of temperature change, one that is invariant to changes in

S or Kv and a second that varies linearly with S or Kv. We present the invariant

pattern and the linearly varying pattern for model simulations with Kv = 2.5 and

40.0 cm2/s (Figure 14) and with S = 1.6, 3.0 and 4.5 K (Figure 15). Comparing Fig. 14

Fig. 15the invariant patterns with the full response (Figure 6), we see that certain features

of the model response are not useful for constraining S. For example, temperature

changes in the stratosphere are invariant with S. The linearly varying component

indicates that changes in the tropical upper troposphere and at the surface near the

sea-ice edges are most dependent on climate sensitivity. Thus, a �ngerprint that

focuses on these regions would best discriminate between models with di�erent S.

Unfortunately, this pattern in the tropical upper-troposphere is also the strongest
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mode of variability in the HadCM2 control run (Figure 9) which means a much larger

change must be observed to be signi�cant. In all, this exercise demonstrates the

need for a better understanding of how the �ngerprint pattern depends on climate

system properties in addition to its dependence on the various forcings. This type of

analysis would lead to alternative choices of �ngerprint patterns which are designed

to reduce uncertainty in model parameters.

A separate issue is how these results a�ect the assumption of linear superposition

of �ngerprint patterns in the detection and attribution algorithm. We note that

the variations of �T associated with variations in S or Kv can be of the same

magnitude as the overall temperature changes. These variations combined with

the threshhold type behavior noted earlier suggests that simple combinations of

�xed patterns may be inappropriate. Therefore, perhaps we should examine more

closely the assumption that one can scale patterns of climate change to predict

future climate change and also determine the extent to which uncertainty in these

predictions can be estimated from detection diagnostics.

4.3 Dependency of detection statistics on �

In addition to exploring the dependency of the diagnostic on properties of the cli-

mate system, we can examine the dependency of the detection statistics on trunca-

tion number. As we have already shown in Figure 13, the distribution of ~� follows

our expectations by following a typical response surface as shown in Figure 2. The

regions of high (low) response require ~� < 1 ( ~� > 1) to reduce (increase) the model

predicted response and match the observations. The well de�ned ~� = 1 isoline pass-

ing through the acceptable region of parameter space adds a consistency check for

the methodology. Hence, the distribution of ~� is consistent with our understanding

of the climate change detection methodology. As part of our analysis, we varied

the truncation number, �, to explore how r2 varied. Because the lower order EOFs

represent the largest spatial scales, we wished to explore the possibility that small

scale features could dominate the r2 distribution. In fact, the r2 distribution remains
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robust to changes in � (Figure 16). We also explored the distribution of ~� in the Fig. 16

same fashion and found two strange e�ects. First, the position of the ~� = 1 isoline

shifts dramatically as � varies. Second, the values of ~� for S < 1 begin to decrease

for all � < 13. For � � 13, the distribution of ~� remains fairly robust.

This behavior has bearing on two issues of the detection problem. First, the choice

of � remains a topic of debate because the level of signi�cance for the detection and

attribution results depends on the estimate of the natural variability for each EOF as

determined from the control run (HadCM2, in this case.) If a model underestimates

the noise in a particular EOF, the possibility of a false detection of climate change

increases. If either the observations or the model project onto this pattern, then the

increased weighting (through Ĉ�1

N ) may falsely contribute to ~� as well as reduce the

uncertainty in ~�.

The second issue is that the value of ~� guides the climate modeling community

as to whether the model under- or over-predicts the response to the applied forcing.

When the diagnostic is simply global mean temperature change, this hardly matters

because the one can easily view whether the model reproduces the observational

record. When the complexity of the optimal �lter is considered, the comparison

becomes less intuitive. In fact, it appears likely that particular regions, for ex-

ample, high latitudes near the surface, could be over- or under-weighted and thus

inappropriately contribute to ~�.

4.4 Remaining issues

This paper was intended to discuss issues that were left unexplored in Forest et al.

(2000) due to limited space. Of those not discussed previously, two issues remain

that a�ect the discussion of the uncertainties and their implications: (1) dependency

of the climate variability on the climate model properties and (2) the uncertainty

in the applied radiative forcing. In Forest et al. (2000), we acknowledge that we

assume independence of the noise model, CN , and the properties of the climate

system being varied (S and Kv). It is well known that variability on all timescales
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is related to the feedbacks within the system and hence, a link between climate

sensitivity and variability should also exist (e.g., Hall and Manabe, 1999; Held and

Soden, 2000). Additionally, the ocean is known to a�ect long-term climate variabil-

ity through various mechanisms such as ENSO, NAO, or AO. This suggests that

estimates of variability based on the HadCM2 control run may not be appropriate

for all values of S and Kv. Preliminary results using the MIT model indicate that

interannual variability depends on the model parameters. To apply these results

to the �ngerprint statistics which use the HadCM2 control run, we require a com-

plete analysis of the MIT model's modes of variability and their relation to those of

HadCM2. If these prove to be reasonably similar, we will be able to scale the noise

estimate from the HadCM2 model.

The second issue is the uncertainty in the radiative forcings speci�ed for the twen-

tieth century. In these results, we have kept the aerosol forcing �xed at -0.5 W/m2

for the 1986 distribution of aerosols. However, the uncertainty in the aerosol forcing

ranges from 0 to -2.5 W/m2 if the possible indirect e�ects are included (Houghton

et al., 1996). We note that the forcing, as modeled by a change in surface albedo,

represents the net aerosol forcing and includes the e�ects of all processes that would

have a radiative forcing with a spatial distribution similar to that produced by the

sulfate aerosols. We have not considered the anthropogenic forcing by tropospheric

ozone which may o�set the cooling by sulfate aerosols. We also neglect natural

forcings such as variations in solar and volcanic activity. However, as noted in Tett

et al. (1996), the data averaging procedure was chosen to minimize the e�ect of the

volcanic forcings on the climate change signal by removing data in years 1963-4 and

1992 which correspond to eruptions of Mt. Agung and Mt. Pinatubo, respectively.

5 Conclusions

We have presented a method for constraining model properties that is based on

the distribution of the r2 statistic estimated from the optimal �ngerprint detection
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algorithm. The constrained model properties were chosen for their relevance to key

physical processes that control the climate system's response to external forcings.

Using patterns of climate change estimated from the record of radiosonde observa-

tions, we can place constraints on the model properties in a rigorous fashion. Two

types of constraints can be estimated. A 1D constraint can be estimated assuming

the remaining uncertain parameters are known a priori. If this is not possible, then

constraints on two or more parameters may be estimated, however, the uncertainty

region necessarily increases as well. As applied in this work, if the \true" Kv for the

climate system is known, then con�dence intervals with associated probabilities can

be placed on S. If neither S nor Kv are known a priori, then the con�dence interval

is transformed into an uncertainty region and two regions of parameter space can

be rejected with a given level of signi�cance.

These results indicate that the choice of diagnostic has important implications on

which model parameters can be constrained well. The use of surface or upper air

data alone does not provide suÆcient information to place strong constraints. An

approach using a combination of each data set may help. Alternatively, comparisons

can be done individually and the uncertainty regions can be combined using Bayesian

statistical techniques to produce maximum likelihood constraints. Estimates of prior

distributions for S and Kv would be taken from studies such as Webster and Sokolov

(2000).

As discussed earlier, the transient response of the MIT model to increased radia-

tive forcings can match the response of 3D AOGCMs for a unique S and Kv for

any forcing. Thus, quantitative bounds on S and Kv provide a means for quantita-

tively comparing the predictive capabilities of 3D AOGCMs under similar forcings

(see Figure 2). As emphasized in Forest et al. (2000), these results only reject the

NCAR W&M model as being inconsistent with the radiosonde observations for the

period examined. However, these results also fail to make signi�cant distinction-

s among the remaining models and therefore suggest that results from individual

models should not be considered independently.
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Tables

Table 1. Model Parameters for the MIT 2D Climate Model which correspond to various

coupled AOGCMs.

Model S Kv

GFDL 3.7 5.0

ECHAM1/LSG 2.6 25.0

NCAR W&M 4.6 0.0

HadCM2 2.5� 7.5

NCAR CSM 2.1� 7.5
� These sensitivities were obtained through personal communications with the indicated

modelling groups. The others were taken from the literature.
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Fig. 1. Annual-mean global-mean surface temperatures for various coupled climate mod-

els (solid) and the matching MIT model (dashed) under identical forcings. The forcings

were not the same in the GCM experiments.
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for simulations with 1%/year increase in CO2 concentration. The corresponding S and Kv

values for six AOGCMs are shown.
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Fig. 4. Summary of applied model forcings in the MIT - GSO experiments. (A) E-

quivalent CO2 is calculated from the radiative forcing diagnosed from the HadCM2 GSO

experiment (see text). The ozone forcing is applied as a change in the monthly mean ozone

concentration with respect to the climatological values starting in January 1979 (see text).

The monthly-mean total ozone concentrations (B) illustrate the decline in concentrations

from 1979{1995 (after Hansen et al. (1998)). The sulfate aerosol forcing is applied as a

perturbation to the surface albedo (see text) estimated from the scaled pattern of sulfate

aerosol loadings for 1986. The annual-mean zonally averaged aerosol loadings over land

and ocean surfaces (C) were estimated from Langner and Rodhe (1991) and are scaled

by the estimated historical sulfur emissions relative to 1986 (D), the year for which the

loadings were estimated.
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Fig. 5. The global average vertical pro�le for the response of the MIT model (Kv = 2.5

and S = 3.0) to GS and GSO forcings. The temperature trends are estimated from the

1979-1995 period.
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Fig. 6. Latitude-height pattern of temperature change for 1986{1995 minus 1961{1980 pe-

riods from radiosonde observations (upper left) and model simulations with (Kv [ cm
2/s],S

[K]) = (0.16,4.5), (2.5,3.0), and (40.0,1.6) and � = 8.0 m2/kg. The model is forced by

changes in greenhouse gas, sulfate aerosol, and ozone concentrations. The model data are

shown on the model grid without the observational mask.
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Fig. 7. Relative amplitudes of EOFs in optimized (top) and non-optimized (bottom)

pattern of climate change for response of MIT model (+) with S = 2.5 K and Kv =

7.5 cm2/s and for HadCM2-GSO (�) experiment. In this case only, the MIT model uses

the same changes in ozone concentrations as used in the HadCM2-GSO experiment. The

amplitudes are estimated by computing the EOFs of the noise covariance matrix, ĈN ,

scaling the EOFs by the square root of one over the eigenvalues, and then taking the

projection of the model response onto the normalized EOFs. The optimally �ltered pattern

is the linear combination of the optimized EOF patterns multiplied by the respective

coeÆcients shown here.

39



50 0 -50
1000

800

600

400

200

0
Observations : 14 eofs : Optimized

-3
4.

2

-13.2

-13.2
-13.2

-13.2

-13.2

-13.2

-1
3.

2

7.9

7.
9 7.

9

7.9

7.9

7.
9

7.9

7.
9

7.
9

7.
9

28
.9

28.9
28.9

28.9

28.9

28
.9

49.9

49
.9

49.9

50 0 -50
1000

800

600

400

200

0
Observations : 14 eofs : Non-optimized

0.00

0.
25

0.
50

0.5
0

0.
50

0.75

0.75

0.
75

1.00

1.00

1.
00

1.25

1.25

1.2
5

1.
25

1.50

1.50

1.
50

1.
50

1.
75

1.75

1.75

2.00

2.00

2.25

2.
25

2.
502.

75

Fig. 8. Optimal and non-optimal �ltered patterns of climate change as estimated from

the radiosonde observations using the EOFs from the HadCM2 control run.

40



50 0 -50
1000

800

600

400

200

0
EOF 1

-0.597
-0.510

-0.422

-0
.4

22

-0
.3

34

-0.334

-0
.2

46

-0.246

-0
.1

58

-0.158

-0.158 -0
.0

71

-0.071

-0.071

-0.071

0.017

50 0 -50
1000

800

600

400

200

0
EOF 2

-2
.5

01-2
.0

46

-1
.5

90

-1
.5

90

-1
.1

35

-1.135

-0
.6

79

-0.679

-0.223

-0.223
-0.2230.232

0.232

0.2320.688

50 0 -50
1000

800

600

400

200

0
EOF 11

-4
.4

-4
.4

-4
.4

-4.4

-1.7

-1
.7

-1.7

-1
.7

-1.7

-1.7

-1
.7

-1
.7

1.
01.

0

1.0

1.
0

1.
0

1.0
1.0

1.
0

3.
7

3.
7

3.
7

3.7

3.
7

3.
7

3.7

3.
7

6.
4

6.4

6.
49.1

50 0 -50
1000

800

600

400

200

0
EOF 12

-8.32
-5.89

-5
.8

9

-3.47

-3.47

-3
.4

7

-3
.4

7

-1.05

-1.05

-1
.0

5

-1.05

-1.05

-1
.0

5

-1.05

1.38

1.38

1.38

1.38

1.38

1.
38

3.80

3.
80

3.
80

3.80

3.
80

6.22

8.
64

50 0 -50
1000

800

600

400

200

0
EOF 13

-3
.6

51

-3
.6

51

-3.651

-3.651

0.
09

7

0.097

0.097

0.097

0.0970.097

0.097

0.
09

7

0.
09

7
3.

84
5

3.845

3.845

3.845

3.845

50 0 -50
1000

800

600

400

200

0
EOF 14

-9
.4

6
-6

.9
4

-6.94

-4
.4

2

-4
.4

2

-4
.4

2

-1.89

-1.89

-1
.8

9

-1.89

-1.89

-1.89

0.63

0.63

0.
63

0.63
0.63

0.63

0.63

0.63

0.63

0.
63

0.
63

0.63

3.15

3.15
3.15

3.
15

3.15 3.15

3.15

5.
67

5.67

5.
67

5.
67

5.
67

5.67

5.67

8.19

8.
19

8.19

Fig. 9. EOFs 1-2 and 11-14 as estimated from the HadCM2 control run. Contour interval

is chosen to be 1/10 the range of the values in each pattern.
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Fig. 10. Cumulative variance explained by EOF decomposition of observations.

r2 vs. S for Kv = 2.50 : GSO

0 2 4 6 8
Climate Sensitivity [K]

5

10

15

20

25

r2

m=1, 80th %-ile

m=1, 95th %-ile

r2 vs. S for Kv = 40.0 : GSO

0 2 4 6 8
Climate Sensitivity [K]

5

10

15

20

25

r2

m=1, 80th %-ile

m=1, 95th %-ile

Fig. 11. The dependency of r2 on climate sensitivity for Kv = 2.5 and 40.0 cm2/s for

the model response to GSO forcing and compared against pseudo-observations (i.e. model

response at minimum location). + symbol designates comparison with observations and

no symbol indicates comparison with model at location of minimum r2 for comparisons

to observation. The r2 values from the \perfect model" case are inated such that the

minimum value matches that from the �t with observations.
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shaded regions.)

43



50 0 -50
Latitude 

1000

800

600

400

200

0

P
re

ss
ur

e 
(h

P
a)

ao : Runs with Kv = 2.50

-0.90-0.80
-0.70

-0.70

-0.60

-0.60

-0.60

-0.50

-0.50

-0.50

-0.40

-0.40

-0.40

-0.30

-0.30

-0.30

-0.20

-0.20 -0.10

0.
00

0.
00

0.10

0.20

50 0 -50
Latitude 

1000

800

600

400

200

0

P
re

ss
ur

e 
(h

P
a)

a1 x 3. K : Runs with Kv = 2.50
0.10

0.10

0.10

0.20

0.20

0.20

0.
30

0.30

0.
30

0.30

0.
40

0.40

50 0 -50
Latitude 

1000

800

600

400

200

0

P
re

ss
ur

e 
(h

P
a)

ao : Runs with Kv = 40.0

-0.90-0.80-0.70

-0.60
-0.60

-0.60

-0.50

-0.50

-0.50

-0.40

-0.40

-0.40

-0.30

-0.30

-0.30

-0.20

-0.20

-0.20

-0.10

-0.10

0.00

0.00

0.10

0.
10

0.
10

0.20

50 0 -50
Latitude 

1000

800

600

400

200

0

P
re

ss
ur

e 
(h

P
a)

a1 x 3. K : Runs with Kv = 40.0

0.10

0.
10

0.
10

0.
10

Fig. 14. The distribution of parameters, a0 and a1, for the linear regression model,

Ti;j = a0 + a1S, where Ti;j is the temperature change at a given latitude-height location

and Kv is held �xed. To compare a0 and a1, we have multiplied a1 by the typical range

of S to indicate the degree to which the trend term will alter the pattern of temperature

change.
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Fig. 15. Same as in Figure 14 except that the linear regression model is Ti;j = a0+a1K
1=2
v

and climate sensitivity is held �xed. In this case, a1 is multiplied by
p
40cm2=s.
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Fig. 16. The dependency of the distribution of r2 and ~� on �. The ~� = 0:8 contour is

thickened to illustrate its movement.
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