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Abstract 

Using the MIT Integrated Global System Modeling (IGSM) framework, we assess the climate impacts 
of emission scenarios exhibiting global mean surface temperatures ranging between 2.4°C and 4.3°C 
above pre-industrial by 2100. We compare the outcomes from these forward-looking scenarios 
against the common goal described by the target-driven scenario of 2°C. Without further policy 
measures, the agreement at COP-21 in Paris is projected to result in a 3.5°C increase in global 
temperature in 2100 relative to pre-industrial levels. Scenarios developed by Shell International 
(called Mountains and Oceans) exhibit a substantial movement towards temperature stabilization, as 
they result in increases of only 2.4–2.7°C by 2100. Valuable components of these scenarios include a 
substantial shift to renewable energy and deployment of carbon capture and storage (CCS). These 
scenarios are successful in mitigating a large portion of water stress impacts and air pollution 
damages. They also significantly mitigate increases in ocean acidity. These projections show the 
significant value of policies that do not quite reach 2°C stabilization, but fall substantially close to 
that target by the end of the century. The challenge of meeting the Paris Agreement’s aspiration to 
limit warming to 1.5°C is monumental, yet may be desirable if societies see the 2°C impacts, 
described here, as running too much risk. 
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1. INTRODUCTION 

There is a growing body of literature that tries to quantify the physical and economic impacts 
of future climate change (EC, 2014; EPA, 2015). Because the world has not experienced such 
high greenhouse gas (GHG) concentrations and temperatures in recent history, these assessments 
rely on modeling the human and climate systems, and they are subject to substantial uncertainty 
(Reilly et al., 2013). Many impact assessments focus on a scenario of stabilization at 2°C above 
pre-industrial levels, a goal that the international community commonly sets as a target to reduce 
the negative impacts of climate change (IPCC, 2014). With the submission of the Intended 
Nationally Determined Contributions (INDCs) to the UN Framework Convention on Climate 
Change (UNFCCC) for the UN climate negotiations in Paris in December of 2015, it seems clear 
that global emissions will remain well above the pathways that the Intergovernmental Panel on 
Climate Change (IPCC) estimates would be consistent with achieving no more than 2°C 
temperature increase (Jacoby and Chen, 2014, 2015; MIT Joint Program, 2015).  

The 1.5°C or 2°C goals can be analyzed using an exercise that involves working backwards 
and asking what must be done to achieve it. Another way is to devise scenarios that start from 
where we are now, then fit together policies that countries are currently proposing, examine how 
they might reasonably evolve in time, and incorporate possible trends in technology and energy 
use. Then these scenarios are analyzed to see where these take us in terms of future climate. We 
take this latter approach, and specifically examine two scenarios developed by the Shell 
Scenarios Team (Shell, 2013; data update from 2014 is used in this paper) that build on the 
current interest in carbon pricing systems and their increasing use as policy instruments of 
choice, together with the accelerating deployment of wind and solar power. These scenarios 
envision net global emissions (anthropogenic emissions minus anthropogenic sinks) approaching 
zero by the end of the century, but not necessarily enough to deliver the common 2°C goal. We 
compare these scenarios with 3 others: a scenario that abandons further efforts to strengthen 
climate policy; a scenario that incorporates the current effort of the INDC process for COP-21; 
and a scenario which deliberately targets 2°C but requires a policy response far stronger than the 
UNFCCC process is currently delivering. 

In comparison to our previous study (Prinn et al., 2011) that compared the scenarios 
developed by different groups: intergovernmental (represented by the Intergovernmental Panel 
on Climate Change), government (represented by the U.S. government Climate Change Science 
Program) and industry (represented by the Shell 2008 scenarios), here we provide not only the 
resulting climate variables (CO2 and other GHG concentrations, radiative forcing, temperature) 
of the different emission scenarios, but also their impacts on sea level rise, oceanic acidity, water 
availability, air quality, and agricultural yields. This new study thus enhances our approach for 
integrating impacts into our modeling framework by developing modules that represent physical 
impacts (Reilly et al., 2013). 

This report provides the outputs of this study and is organized in the following way. In 
Section 2 we describe the scenarios and the models used. Section 3 provides the climate results, 
while the following 4 sections assess the resulting climate impacts. Specifically, Section 4  
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Table 1. Emission scenarios. 

Scenario Description 

NCP2020 Copenhagen commitments through 2020 and no climate policy thereafter 

Outlook Derived from an assessment of COP-21 based on Intended Nationally Determined 
Contributions (INDCs) of major emitting countries 

Oceans Includes a large role for renewables and oil, and slow development of CCS 

Mountains Includes a large role for renewables after 2050, larger natural gas resources, and 
accelerated development of CCS 

2°C Assumes a globally uniform carbon tax starting in 2020 that leads to a global temperature 
stabilization of 2°C above preindustrial by 2100 

 
discusses implications of the scenarios for sea level rise and ocean acidification, Section 5 
addresses water stress, Section 6 focuses on air pollution impacts, and Section 7 looks at the 
changes in agricultural yields over the century. We provide concluding remarks in Section 8. 

2. EMISSION SCENARIOS AND MODELING SYSTEM 

In this study we focus on five emission scenarios that allow a comparison of climate change 
implications of the different scenarios and their impacts on sea level rise, ocean acidity, water 
stress, air quality, and agricultural yields. The scenarios are presented in Table 1. 

The range of scenarios is chosen to represent quite different approaches to scenario 
construction. The assessment of the likely results from the COP-21 meeting (Outlook), plausible 
scenarios of the energy system development (Oceans and Mountains) and desired scenario (2°C) 
are evaluated against a “no climate policy” projection (NCP2020). These approaches—the likely 
(forecasts), the plausible (exploratory scenarios) and the desired (normative scenarios)— also 
comprise the three typical approaches to speaking about the future in business, government and 
academia. 

The Shell Scenarios Team has been long recognized for its innovative use of scenario analysis 
to understand potential energy-economic and societal futures. Similar to our previous Shell-MIT 
collaboration (Prinn et al., 2011), we calibrated the Shell projections for the Oceans and 
Mountains scenarios for the use in the MIT Integrated Global Systems Modeling (IGSM) 
framework (Prinn et al., 2011; Prinn, 2013) that consists of the Economic Projection and Policy 
Analysis (EPPA) model linked to the MIT Earth System Model (MESM). The schematic of the 
IGSM is provided in Figure 1. 

The MESM is a climate-chemistry model of intermediate complexity, which couples a 
zonally-averaged model of atmospheric dynamics and chemistry, a thermodynamic sea-ice 
model, a land model with an ecosystem biogeochemistry model, and a mixed layer/anomaly 
diffusing ocean model representing the processes of heat and carbon uptake. Climate sensitivity 
and the rate of oceanic uptake of heat and carbon of the MESM can be varied by changing 
strength of cloud feedback and value of the ocean diffusion coefficient (Sokolov, 2006). The 
value for median climate sensitivity (CS=2.5) is different from the previous analysis (with 
CS=2.9 based on Sokolov et al., 2009) where Shell scenarios were used (Prinn et al., 2011) due  
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Figure 1. The MIT Integrated Global System Modeling Framework 

to a different ocean model configuration and the updates in the value of ocean heat uptake 
(Monier et al., 2013). The MESM incorporates a fully coupled chemistry model which simulates 
33 species (Wang et al., 1998) with 41 gas-phase and 12 heterogeneous reactions. Some 
chemical species, including ozone, are simulated only in the troposphere. Prescribed 
stratospheric ozone is used in the radiation calculations. The MESM can be run in either 
concentration-driven or emissions-driven mode. Values for the rate of oceanic heat uptake and 
strength of aerosol forcing are chosen to ensure consistency of projected historical surface 
warming with available observations. The rate of carbon uptake by the ocean is linked to the rate 
of heat uptake, based on the results of the simulations with the MIT OGCM (Dutkiewicz et al., 
2005; Sokolov et al., 2007). The value of the CO2 fertilization rate in the terrestrial ecosystem 
model (Melillo et al., 2012) is chosen so that total carbon uptake in 1990–2000 was similar to 
observations in all simulations. 
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Figure 2. Regions in the EPPA model 

To evaluate long-term scenarios of energy and economic development we employ the MIT 
Economic Projection and Policy Analysis (EPPA) model (Paltsev et al., 2005; Chen et al., 2015), 
which provides a multi-region, multi-sector dynamic representation of the global economy. The 
GTAP data set (Narayanan et al., 2012) provides the base information on the input-output 
structure for regional economies, including bilateral trade flows. We aggregate the data into 18 
regions and 21 sectors (sectoral details are provided in Chen et al., 2015). The base year for the 
model is 2010, based on the calibration of the GTAP data for 2004 and 2007, and from 2010 the 
model solves at 5-year intervals. We also further calibrate the data for 2010–2015 based on the 
data from IMF and IEA (IMF, 2015; IEA, 2014). Figure 2 represents geographical regions 
represented explicitly in the EPPA model.  

The model includes representation of CO2 and non-CO2 (CH4, N2O, HFCs, PFCs and SF6) 
greenhouse gas emissions abatement, and calculates reductions from gas-specific control measures 
as well as those occurring as a byproduct of actions directed at CO2. The model also tracks major 
air pollutants: sulfates (SOx), nitrogen oxides (NOx), black carbon (BC), organic carbon (OC), 
carbon monoxide (CO), ammonia (NH3), and non-methane volatile organic compounds (VOCs). 

Future scenarios can be calibrated to specified energy or emission profiles or driven by 
economic growth (resulting from savings and investments) and by exogenously specified 
productivity improvement in labor, energy, and land. Demand for goods produced from each 
sector increases as GDP and income grow; stocks of limited resources (e.g., coal, oil and natural 
gas) deplete with use, driving production to higher cost grades; sectors that use renewable 
resources (e.g., land) compete for the available flow of services from them, generating rents. 
Combined with policy and other constraints, these drivers change the relative economics of 
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different technologies over time and across scenarios, as advanced technologies only enter the 
market when they become cost-competitive. 

The production structure for electricity is the most detailed of all sectors, and captures 
technological changes that will be important to track under a GHG emission mitigation policy. 
The deployment of advanced technologies is endogenous to the model. Advanced technologies, 
such as cellulosic biofuel or wind and solar technologies, enter the market when they become 
cost competitive with existing technologies. Technologies are ranked according to their levelized 
cost of electricity, plus additional integration costs for wind and solar. When a carbon price 
exists, low carbon technologies are introduced. Initially, a fixed factor is required to represent 
costs of deployment (e.g. institutional costs, learning costs) for new technologies that—while 
competitive—require some time to penetrate into the market. The fixed-factor supply grows each 
period as a function of deployment until it becomes non-binding, allowing for large-scale 
deployment of the new technology. A complete description of the nesting structure of electricity 
generation in the EPPA model can be found in Paltsev et al (2005). The synthetic coal gas 
industry produces a perfect substitute for natural gas. The oil shale industry produces a perfect 
substitute for refined oil. 

Figure 3 presents the energy-related CO2 emissions in the scenarios considered in this study. 
Starting from about 30 Gigatonnes (Gt) CO2 in 2010, emissions grow to about 70 Gt CO2 by 
2100 in the NCP2020 scenario, about 50 Gt CO2 in the Outlook scenario, but falling to about 
7 Gt CO2 in the 2°C scenario. In the Oceans and Mountains scenarios, emissions continue to 
decline and approach zero after 2100. 

 
Figure 3. Energy-related CO2 emissions 



7 
 

 
Figure 4. Total anthropogenic GHG emissions 

The Shell scenarios (Oceans and Mountains) focus on the implications for the energy system, 
which is an important contributor to GHG emissions and the resulting global changes; however, 
to fully understand how human activity is affecting the planet, other important industrial and 
land use activities must be included. In this study we extend the Shell scenarios to capture these 
additional dimensions. The total anthropogenic GHG emissions are provided in Figure 4. They 
are determined not only by energy-related emissions, but by agricultural, land use, waste, and 
industrial energy uses and their related emissions. These activities are modelled explicitly in the 
MIT IGSM. Industrial non-energy CO2 emissions are projected based on the activity of the 
energy-intensive cement sector. Land-use CO2 emissions are reduced from the current levels of 
about 2.7 Gt CO2 to zero by 2050, driven by implementation of deforestation-limiting policies.  

3. CHANGES IN GLOBAL CONCENTRATIONS AND TEMPERATURES 

The resulting CO2 concentrations are provided in Figure 5. In the NCP2020 scenario they 
grow from the current about 400 parts per million (ppm) in 2015 to about 805 ppm in 2100 (the 
average over 2091–2100 is 778 ppm). The Outlook scenario results in 710 ppm in 2100 (the 
average over 2091–2100 is 687 ppm). The Oceans scenario grows to about 520 ppm in 2100 (the 
average over 2091–2100 is 524 ppm), while the Mountains scenario ends up at about 500 ppm in 
2100 (the average over 2091–2100 is 499 ppm). The 2°C scenario results in about 480 ppm by 
2100 (the average over 2091–2100 is 478 ppm). 

Figure 6 provides the results for total GHG concentrations in terms of the CO2 equivalents. In the 
NCP2020 scenario they grow from the current 450 ppm in 2015 to about 1200 ppm in 2100. The  
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Figure 5. CO2 concentrations 

 

 
Figure 6. Equivalent CO2 GHG concentrations 

Outlook scenario results in about 910 ppm in 2100. The Oceans scenario grows to about 
660 ppm in 2100, while the Mountains scenario results in about 600 ppm in 2100. The 2°C 
scenario results in about 540 ppm by 2100. The corresponding averages over 2091–2100 are 
1141 ppm for NCP2020, 919 ppm for Outlook, 659 ppm for Oceans, 601 ppm for Mountains, 
and 534 ppm for the 2°C. 
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The results for total radiative forcing are provided in Figure 7. Radiative forcing depends on 
the changes since preindustrial in levels of GHGs, sulfate and black carbon aerosols, and ozone. 
It is a measure of the difference between the energy (sunlight) absorbed by the Earth and the 
energy radiated back to space. The current (year 2015) value for radiative forcing is about 
2.5 watts per square meter of the Earth surface (W/m2). By 2100, in the NCP2020 scenario it 
grows to 7.8 W/m2. The corresponding values are 6.6 W/m2 in the Outlook scenario, 4.8 W/m2 in 
the Oceans scenario, 4.2 W/m2 in the Mountains scenario, and 3.5 W/m2 in the 2°C scenario.  

The results for the annual mean surface air temperature relative to pre-industrial levels are 
provided in Figure 8. The current (year 2015) anomaly is about 1°C relative to pre-industrial 
levels. In terms of an average temperature increase in 2091–2110 relative to pre-industrial, the 
NCP2020 scenario grows by 4.25°C (the average over 2091–2100 is 4°C), the Outlook scenario 
by 3.6°C (the average over 2091–2100 is 3.4°C), the Oceans scenario by 2.7oC (the average over 
2091–2100 is 2.7°C), the Mountains scenario by about 2.44oC (the average over 2091–2100 is 
2.5°C), and the 2°C scenario by 2°C. Figure 8 shows that the world is on a path to a 
pre-determined temperature increase by 2040–2050 regardless of the emissions scenario. These 
changes are expected to occur because even the most aggressive actions to reduce emissions 
would not immediately eliminate the impacts of past anthropogenic emissions on climate due to 
the substantial inertia in Earth processes, especially oceanic heat uptake. 

The IGSM pattern-scaling technique (Schlosser et al., 2013) was employed and utilized 
patterns of precipitation and surface-air-temperature, estimated from the Coupled Model 
Intercomparison Project Phase 3 (CMIP3) climate models. We focus our attention on two 
particular pattern changes as estimated from climate models developed by the National Center 
for Atmospheric Research (herein, referred to as "pattern N") as well as that of the Model for 
Interdisciplinary Research on Climate (herein, referred to as "pattern M"). Regional temperature 
changes are provided in Figure 9. Note that the regional changes are shown relative to the  
1991–2010 mean due to lack of regional observations at the earlier date. The polar regions are 
affected more than the tropical regions.  

The results for global precipitation changes are provided in Figure 10. The historic values for 
the global mean precipitation averaged over 1861–1880 period is 2.66 mm/day and averaged 
over the 1991–2010 period is 2.7 mm/day. In the NCP2020 scenario the mean 2091–2100 global 
precipitation grows by 10.3% relative to pre-industrial. The Outlook scenario results in the 
corresponding 8.7% increase. The Oceans scenario reduces the precipitation anomaly to a 7.4% 
increase, and the Mountains scenario to a 6.6% increase. The 2°C scenario results in only a 5.5% 
increase. Regional precipitation impacts are provided in Figure 11. Note that the regional 
impacts are shown relative to the 1991–2010 mean due to lack of regional observations at the 
earlier date. There is sometimes a variation in regional precipitation between the two different 
scaling patterns (M, N), for example, over the North Atlantic and Indian Oceans. At the same 
time, the two different patterns agree for changes in some other areas like a decrease in 
precipitation in Central America and an increase in precipitation in Central Africa and parts of 
East Asia.  
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Figure 7. Total Radiative Forcing 

 

 
Figure 8. Global temperature changes relative to preindustrial levels. 



11 
 

 
Figure 9. Regional temperature changes relative to the 1991–2010 mean. 

 

  
Figure 10. Global precipitation change (%) relative to pre-industrial 
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Figure 11. Regional precipitation change (%) relative to 1991–2010 mean. 

4. CLIMATE IMPACTS ON OCEAN ACIDITY AND SEA LEVEL RISE 

Oceanic acidification refers to chemical changes in the ocean as a result of the uptake of 
carbon dioxide from the atmosphere. Figure 12 shows the already ongoing increase in acidity 
(measured by a decrease in the logarithmic scale of pH). A decrease of 1 in this scale 
corresponds to a factor of 10 increase in acidity. The NCP2020 and Outlook scenarios show a 
decrease in oceanic pH from the current about 8 to about 7.75–7.8. The levels of 7.7–7.8 would 
significantly impact all calcareous phytoplankton that are the base of the ocean food chain (Prinn 
et al., 2011). The Oceans, Mountains, and 2°C scenarios result in a much smaller impact. The 
Oceans and Mountains scenarios are at about 7.92–7.94 by 2100, while the 2°C stabilization 
scenario achieves about 7.95 by 2100. The Shell scenarios (Oceans and Mountains) and the 2°C 
scenario cap the damage, while the NCP2020 and Outlook scenarios are heading toward further 
damages in the 22nd century. 

Figure 13 provides the spatial resolution for the oceanic pH results. The blue colors represent 
the “dangerous” territory of pH of 7.7–7.8, which is achieved by 2100 in the Outlook scenario. 
The Oceans and Mountains scenarios reduce the impact significantly (yellow and green lines in 
the figure). They are close to the 2°C scenario impacts (blue line, pH of 7.95). 

The results for sea level rise (in meters) due to thermal expansion and melting of mountain 
glaciers are provided in Figure 14. These projections do not include the possible substantial 
additions from melting Greenland and Antarctic ice sheets. At present, ice sheet sub-models are not 
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Figure 12. Oceanic pH (-log10 [H+]) 

 

 
Figure 13. Spatial changes in oceanic pH 

included in IGSM because of inadequate understanding of the processes that explain the current 
melting. The majority of the masses of these ice sheets should remain frozen through the course of 
this century; however recent evidence suggests that the anticipated portion that will melt would 
contribute non-negligibly to sea level rise by 2100. However, uncertainties among the most recent 
assessments from the IPCC 5th Assessment Report (Bindoff et al., 2013) as well as model-based 
estimates (e.g. Fetweiss et al., 2013 and Yang et al., 2014) of the Greenland and Antarctic ice sheet 
contribution to sea-level rise through 2100 is notable. Excluding the impact of a collapse in the 
marine-based sectors of the West Antarctic ice sheet, total ice-sheet contributions to sea-level rise  
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Figure 14. Sea level rise due to thermal expansion and melting of mountain glaciers 

by 2100 can range from 0 to up to 0.40 meters for the Representative Concentration Pathway (RCP) 
4.5 case (aligned with the Mountains and Oceans scenarios' radiative forcing), and from 0 up to 0.9 
meters for the RCP 8.5 case (aligned with the NCP2020 scenario). Should the west Antarctic ice 
sheet collapse, it is estimated this would contribute an additional several tenths of a meter by 2100 
(IPCC, 2013). Further considerations including uncertainties in model assumptions of basal sliding 
(over Greenland) could remove any likelihood of no contribution to sea level rise in this century. 
Nevertheless, given the disparity in these model-based estimates, one can also extrapolate as a 
prognostic proxy the recent trends in the Greenland and Antarctica mass balances as observed by 
satellite-retrieval methods (and corroborated by in situ measurements). Estimates of ice-mass loss 
from The Gravity Recovery and Climate Experiment (GRACE) retrievals have been documented 
(e.g. Velicogna et al., 2014). Since 2003, mass loss rates for Greenland and Antarctica are 
approximately 268 and 67 Gt/year, respectively. These values translate into eustatic sea-level 
changes of 0.74 and 0.19 mm/year, respectively. If we were to extrapolate these loss rates through 
the rest of the 21st century, we can expect a combined sea-level rise from these ice sheets of 
approximately 33 mm by 2050 and 79 mm by 2100. For this calculation, we do not consider the 
ice-loss rate acceleration as estimated by GRACE, due to shortness of the data record (which a 
number of investigators note). Indications are that the error in the GRACE mass loss rates estimates 
are on the order of ±20%. Therefore, we can also place approximate bounds to these extrapolated 
cumulative sea-level rise estimates to be 33±6 mm rise by 2050 and 79 ±14 mm rise by 2100. 
While this observation-based projection falls within the broad range of the aforementioned 
model-based estimates, it further underscores that if the recent observed retreats in the large ice 
sheets are to continue through the course of this century, they would contribute a notable addition to 
the sea level rise estimates shown in Figure 14 (~20% of all scenarios at 2050 and ~17.5% of the 
NCP2020 scenario as well as up to 28% of the 2°C scenario by 2100). 
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5. CLIMATE IMPACTS ON WATER STRESS 

We have assessed the trends in water stress using the Water Resource System (Strzepek et al., 
2013) forced by the global simulations of climate change (Section 3) as well as the 
socio-economic drivers of the IGSM. Similar to previous work (e.g., Schlosser et al., 2014; and 
Blanc et al., 2014) we assess changes in water stress for the globe at 282 Assessment 
Sub-Regions (ASRs), which are geographic regions delineated by large river basin and country 
boundaries. At each ASR, we calculate a Water Stress Index (WSI) as the ratio of total water 
withdrawals to the total surface water supply (sum of the basin's runoff and inflow from upstream 
basins). The changes in WSI are assessed with respect to the WRS forced by observed historical 
climate conditions (Figure 15). Values of WSI greater than 0.3 are regarded as experiencing 
“moderately” stressed conditions, and values greater than 0.6 characterized as “heavily” stressed. 
WSI values greater than 1 indicate ASRs with severe (deficit) water stress conditions. 

The simulations using WRS were performed for all five scenarios in Table 1. As mentioned in 
Section 3, for each of these scenarios the IGSM pattern-scaling technique was employed. Two 
patterns (“Pattern N” and “Pattern M”) are used to assess the degree to which the range in 
climate model simulations of regional climate changes contribute to the overall uncertainty in 
our water stress assessments and the effectiveness of mitigation pathways. 

Globally speaking, we find that aspects associated with the changes in WSI out to 2050–2060 
are quite similar to the results of Schlosser et al. (2014). The largest relative increases in WSI are  

 
Figure 15. Water Stress Index (WSI, unitless) averaged for the years 2001–2020 from the Water 

Resource System simulation 
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found in Africa (Figure 16, all panels), and are primarily the result of large increases in the 
non-agricultural water-demand sectors (driven by increases in population and economic output). 
The effect of the mitigation policies is notable (bottom panel, Figure 16), yet none of the policies 
considered in this study are able to eradicate the widespread increases in WSI. This further 
underscores the finding of Schlosser et al. (2014) that adaptive measures will be required, 
worldwide, to meet surface-water shortfalls—even under the most aggressive and/or 
intermediate climate mitigation scenarios.  

The results also highlight the importance of the uncertainty in regional climate patterns. The 
most notable differences in the sign and/or strength in water-stress change, as a result of the choice 
of climate pattern, are seen for ASRs located in developed nations or large emerging economies. 
Comparing the top and middle panels of Figure 16 (where differences are only a result of the 
climate-pattern selection), we find the largest differences over North America as well as for basins 
in Eastern Africa, Southern and Eastern Asia, as well as Europe. These changes are comparable to 
those seen, correspondingly, between the middle and bottom panels of Figure 16, which are a 
result solely of the choice between the 2°C scenario and the NCP2020 scenario.  

An increase in precipitation in some parts of the globe (e.g., Northeastern Africa and parts of 
East Asia, as shown in Figure 11) helps to ameliorate the water situation even with the increased 
water demand, but in many locations the total water withdrawals increase more than the total 
water supply, which results in the increases in WSI. The most striking aspect of the 2°C scenario 
results is the large (relative) increases in WSI that remain over most of Africa. As noted, this is a 
result of socio-economic growth drivers of water sector demands, and this growth is largely 
insensitive to the choice of climate scenario—even the most aggressive—over the coming 
decades (up to the middle of the century). Nevertheless, climate mitigation does seem to hold 
promise at buffering (and even reversing) the increased water stress from climate change over 
North America, Eastern and Southern-most Africa, Eastern and Southern Asia, and Australia.  

The intermediate policies of the Mountains and Oceans scenarios result in some encouraging 
effects (Figure 17) to alleviate large-scale water stress. The reduction (or reversal) of WSI 
increases obtained from the 2°C scenario are found—to a lesser degree—across basins in North 
America, Eastern Africa, Eastern and Southern Asia, and Australia. 

The less notable effect of these intermediate policies is on the relative changes in irrigiation 
demand, with the majority of the basins across the globe resulting in marginally reduced 
irrigation demand increases under these scenarios (comparing left and right panels of Figure 18). 
Impacts to relative runoff change are found to be more extensive than those seen for irrigation 
demand (Figure 19 shows runoff results for 2060). Basins with the strongest runoff response to 
climate scenarios are found in Eastern Africa as well as over North America, Asia, and the 
northern basins of South America.  

Additional aspects of these sensitivies can also be seen when viewing the WSI time series for 
a particular ASR. For example, Figure 20 shows the WSI trends of the Ganges River (India) 
ASR, shown as a percentage change from the mean of all simulations that we have conducted— 
and thus indicates the marginal impact of a scenario and its climate pattern on WSI. One of the 
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Figure 16. Changes in WSI (%), a 20-year averaged result whose calculation is centered at 2060, are 

shown as a percentage to the baseline value of Figure 15. Results are shown for a selection of the 
simulations performed with the IGSM-WRS. The top panel shows the result for the NCP2020 
scenario with “Pattern M” of climate variables. The middle panel shows the NCP2020 scenario with 
“Pattern N” of climate change, and the bottom panel shows the 2°C scenario with “Pattern N” of 
climate change. 
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Figure 17. Relative changes in WSI (%), a 20-year averaged result whose calculation is centered at 2060, are 

shown as a percentage to the baseline value of Figure 15. The results are shown for selected simulations 
with the IGSM-WRS. The left panel shows the result for the Mountains scenario with “Pattern M” of 
climate change. The right panel shows the Oceans scenario with “Pattern N” of climate change. 
 

 
Figure 18. Relative changes in irrigation demand (%), a 20-year averaged result whose calculation is centered 

at 2060, are shown as a percentage to the 2001–2020 avearge. The results are shown for selected 
simulations with the IGSM-WRS. The left panel shows the result for the NCP2020 scenario with “Pattern 
M” of climate change. The right panel shows the Oceans scenario with “Pattern M” of climate change. 
 

 
Figure 19. Relative changes in runoff (%), a 20-year averaged result whose calculation is centered at 2060, 

are shown as a percentage to the 2001–2020 avearge. The results are shown for selected simulations 
with the IGSM-WRS. The left panel shows the result for the NCP2020 scenario with “Pattern M” of climate 
change. The right panel shows the Mountains scenario with “Pattern M” of climate change. 
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Figure 20. Time series (with a five-year running mean) of the relative change in WSI (%) for the Ganges River Basin 

driven by the various scenarios of future socio-economic and climate change from the Water Resource System 
of the IGSM. The changes in WSI for each scenario (denoted by line color) as well as climate pattern (dashed 
(N) or solid (M) line) are relative to the mean of all the simulations. Therefore, the values indicate the marginal 
effect of any scenario on WSI relative to the central/mean tendency of all the simulations. 

more prominent features is the clustering of all the timeseries irrespective of the choice of the 
climate-change pattern (solid versus dashed lines), which persists through the 2040s. During the 
time period, the effect of any particular scenario is weak and difficult to discern.  

We emphasize here that the choice of the two climate patterns (M,N) does not necessarily 
represent the total range of plausible climate outcomes. A more comprehensive sampling of 
climate patterns is warranted in order to determine the full range of outcomes as well as assess the 
likelihood of any particular WSI trend tendency (i.e., increase, decrease, or no change). 
Nevertheless, it is during the latter half of the 21st century where the impact of scenarios on the 
WSI trends emerges. In both of the climate-pattern choices, the most effective mitigation scenario 
is the 2°C scenario, which by 2100, is the only policy that results in a prolonged decrease in WSI 
for both climate patterns. Conversely, by 2100 the NCP2020 scenario shows the largest increase in 
WSI, and in addition, both of the climate patterns for this scenario are among the largest increases 
in WSI. The Outlook scenario shares a similar characterization that by 2100 both of its climate 
pattern results produce little change in WSI. An encouraging impact of both the Mountains and 
Oceans scenarios is the fact that by 2100, their climate pattern results converge to the results of no 
change in WSI. As noted previously, a more comprehensive sampling of climate-pattern outcomes 
would allow for a more quantitative assessment as the likelihood that these scenarios could provide 
a preventative measure of any change in water stress for the Ganges. 
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Globally speaking—the water-stress impact of these climate scenarios indicate that by the 
latter half of the 21st century, at least 1 billion to as many as 2 billion additional people will 
experience at least moderately stressed water conditions worldwide (Figure 21). However, the 
impact of more aggressive climate scenarios could play a notable role in mitigating these 
numbers. Not surprisingly, the more aggressive 2°C mitigation scenario provides the strongest 
preventative effect in this regard. However, the beneficial impact of the Oceans scenario is also 
clearly seen and is quite comparable to the benefits of the 2°C policy target. For the Mountains 
scenario, while one of the pattern outcomes indicates a strong mitigating effect on water-stressed 
populations, it also exhibits the strongest sensitivity to the choice of the climate pattern outcome. 
As previously emphasized, the lack of a full sampling of all possible climate-change patterns 
precludes any generalization to be made in this regard. Nevertheless, the mitigating impact of 
these intermediate scenarios on future water-stressed populations is substantial. 

 
Figure 21. Bar plots denote the changes in global population experiencing heavily stressed (i.e. WSI≥0.6) 

and moderately stressed (i.e. 0.4≤WSI<0.6) conditions through 2070. The estimate is based on WSI 
values at every basin (or ASR) averaged over the 2051–2070 period and then using the projected 
population for each ASR at 2050 (global population is expected to be 9.5 billion). These population 
changes by 2070 are based against the values calculated at 2020, which indicate that for a global 
population of 7.5 billion people, approximately 2 billion people are at least living under moderately 
water-stressed conditions. For each of the scenarios shown, the results for the “M” and “N” climate 
patterns are given. 
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6. AIR QUALITY IMPACTS 

We used the GEOS-Chem 3-D chemical transport model to predict ground level fine 
particulate matter (PM2.5) concentrations. Concentrations are reported as annual averages, which 
is common for health standards. GEOS-Chem is widely used to simulate atmospheric pollution 
formation and transport. Our base case simulation used reanalysis meteorology and 
anthropogenic emissions for 2010. We projected non-agricultural anthropogenic emissions in 
ten-year intervals out to 2100 using the projections from the MIT IGSM. In all simulations, 
meteorological fields from 2010 were used, thus isolating the air quality impact of anthropogenic 
emissions changes. Biomass burning and biogenic emissions were left constant at 2010 levels. 
The horizontal grid cell resolution was 2 × 2.5 degrees. 

Figure 22 (panel A) shows how annual average PM2.5 concentrations evolve in four emissions 
scenarios, using China as an example. Concentrations in 2010 are 53.8 µg/m3; by 2100 values 
range from 42.9 µg/m3 in the 2°C scenario to 78.9 µg/m3 in the Outlook scenario. 
Population-weighted concentrations are also provided in Figure 22 (panel B); these values are a 
better indicator of exposure to PM2.5 in China because of the very heterogeneous spatial 
distributions of atmospheric pollution and population (most people live in the East). By 2100, 
Outlook, Mountains, and Oceans scenarios have notably larger population-weighted 
concentrations (up to 125.4 µg/m3 in Outlook), while the 2°C scenario is slightly lower 
(42.5 µg/m3). The US EPA National Ambient Air Quality Standard for annual average PM2.5 is 
12 µg/m3 and the World Health Organization has set their limit at 10 µg/m3.  

Annual average and population-weighted PM2.5 concentrations for India are provided in 
Figure 23. Unlike in Figure 22, the two plots are very similar, which reflects the homogenous 
spatial distributions of PM2.5 and population. In 2010, population-weighted concentrations are 
30.2 µg/m3. By 2100, the population-weighted concentrations in Outlook, Oceans, Mountains, 
and 2°C scenarios are 92.9 µg/m3, 45.5 µg/m3, 40.9 µg/m3, and 21.4 µg/m3.  

Spatial distributions of 2010 PM2.5 concentrations are shown in Figure 24 (in 2010 these are 
the same in all scenarios). The left hand figure includes windblown dust, and the figure on the 
right excludes dust from the calculation to provide a better picture of the anthropogenic 
contribution to PM2.5. (Not all non-dust PM2.5 is anthropogenic, but removing dust eliminates a 
large natural source of PM2.5 in China.)  

Concentration differences across the scenarios are due to changes in anthropogenic emissions. 
Windblown dust is identical in all scenarios. Ignoring dust provides a better comparison of the 
anthropogenic emissions impact for each scenario, which is represented in Figure 25. The 
Outlook scenario clearly has larger concentrations in China and India, with maximum grid cell 
concentrations reaching 172.0 µg/m3 in China and 161.4 µg/m3 in India. The Mountains, Oceans, 
and 2°C scenarios have lower concentrations relative to Outlook in 2100 (Figure 25).  

It is worth to note that in this study we focus on the scenarios of GHG mitigation and the 
figures in this section reflect the changes in PM2.5 that are driven by climate policies and the 
resulting changes in energy technology mix and economic development. Numerous studies 
explore air quality co-benefits of GHG mitigation, by recognizing that conventional air 



22 
 

pollutants and GHGs are co-generated by fossil-fuel combustion (Nemet et al., 2010; Nam et al., 
2014). Additional policies that directly focus on reducing air pollution (e.g., state-of-the-art 
filters to coal power stations, emission standards for vehicles, etc.) would result in lower PM2.5 
concentrations than reported here. The exact values will depend on available technologies and 
stringency of air pollution regulation. 

 

 Panel A      Panel B 

  
Figure 22. Annual average (Panel A) and population-weighted annual average (Panel B) PM2.5 

concentrations in China.  

 

 Panel A      Panel B 

  
Figure 23. Annual average (Panel A) and population-weighted annual average (Panel B) PM2.5 

concentrations in India.  
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Figure 24. Annual average PM2.5 concentrations in 2010 with (left) and without (right) wind-blown dust for 

all scenarios. Note the different scales. 

 
 

 

 
Figure 25. Annual average PM2.5 concentrations in 2100 without windblown dust in four scenarios. 
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7. AGRICULTURAL YIELD CHANGES 

To estimate changes in agriculture yields we use the terrestrial ecosystems model (TEM) 
component of the IGSM, which is a process-based model that describes the carbon, nitrogen and 
water dynamics of plants and soils for terrestrial ecosystems over the globe (Felzer et al., 2007; 
Kicklighter et al., 2012). The TEM uses spatially referenced information on climate, elevation, 
soils and vegetation as well as soil- and vegetation-specific parameters to make estimates of 
important carbon, nitrogen and water fluxes and pool sizes of terrestrial ecosystems. The TEM 
has a 1-month time step and a 0.5 × 0.5 degree latitude/longitude spatial resolution. In this study, 
the TEM model uses the land-use changes projected by the EPPA model along with atmospheric 
carbon dioxide (CO2) and ozone (O3) concentrations and climate variables (temperature, 
precipitation) from the MESM model to compute net land carbon fluxes. 

Initial crop areas are represented in Figure 26, where crop land areas (km2) in the year 2000 
are given in in each of the 67,420 grid cells. Land area distribution is based on the Hurtt et al. 
(2006) dataset. Based on latitude, the area of the grid cells varies. The area of grid cells that are 
close to the equator is on the order of 3,000 km2. Figure 26 shows that crops occupy the majority 
of the grid cell areas in parts of South Asia and South-East Asia and North America.  

The EPPA model uses climate variables from the MESM model and net primary productivity 
(NPP) estimates from TEM to predict changes in the land use in each grid cell. The resulting 
changes from 2000 to 2100 for the Oceans and Mountains scenarios are provided in Figures 27 
and 28. In both scenarios, changes in temperature, precipitation, ozone, and land and agricultural 
prices, lead to substantial changes in the crop areas. For example, parts of Africa and Latin 
America see a substantial increase in crop areas, mostly due to relatively low land rents and 
higher precipitation. At the same time, in parts of Europe, North America and South-East Asia 
crop areas are projected to decrease between 2000 and 2100 due to higher land rents, ozone 
damages and competition from other land uses. 

 
Figure 26. Year 2000 cropland area (km2) in grid cells. 
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Figure 27. Change in cropland areas (km2) between 2000 and 2100 in the Mountains Scenario. 

 

 
Figure 28. Change in cropland areas (km2) between 2000 and 2100 in the Oceans Scenario. 
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To assess the yield effects, net primary productivity (NPP) is used, which is a measure of 
organic carbon added to the vegetation. Vegetation sequesters carbon by atmospheric CO2 
uptake through photosynthesis (gross primary productivity, GPP) and returns carbon to the 
atmosphere through autotrophic respiration (RA). NPP = GPP – RA is then the annual net carbon 
uptake by vegetation (kgC/year; Felzer et al., 2004). Estimates from the TEM model for NPP in 
the year 2000 in kilograms of carbon for each grid cell are provided in Figure 29. Current land 
use patterns and climate conditions result in higher NPP in Central America, Sub-Saharan Africa 
and South-East Asia. Portions of North America, Europe, Asia, Australia and New Zealand also 
contain cells with substantial NPP values. Substantial portions of Northern America, Northern 
Eurasia, Central Asia, the Middle East and Australia have grid cell with low NPP (represented by 
a lighter green color).  

Changes in annual NPP between 2000 and 2100 for the Mountains scenario are provided in 
Figure 30. Figure 31 shows the 2000–2100 NPP changes for the Oceans scenario. Brown colors 
represent the areas with a reduction in annual NPP. These reductions are projected mostly in 
parts of North America, Europe and South-East Asia due to ozone damage from increased air 

pollution and precipitation decrease. Africa and South America show mostly NPP increases, 
which is driven by the projected increases in precipitation in these parts of the world. A notable 
difference between the Mountains and Oceans scenarios is in the central parts of South America 
and some parts of Sub-Saharan Africa. In the TEM model, NPPs are negatively affected when 
average monthly temperatures are above 33°C. The Oceans scenario in 2100 results in the higher 
temperature that contributes to the NPP losses in these areas. Both scenarios lead to an increase 
in NPP in the majority of grid cells. 

 
Figure 29. Net primary productivity (NPP) in 2000 (kgC/year). 
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Figure 30. Change in NPP between 2000 and 2100 in the Mountains Scenario (kgC/year). 

 

 
Figure 31. Change in NPP between 2000 and 2100 in the Oceans Scenario (kgC/year). 
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Yields on cropland are taken from TEM estimates of changes in yield for a “generic” C3 crop 
(Felzer et al., 2004). Information for crop yields for 2000 is provided in Figure 32. As with NPP, 
crop yields are measured as annual additional organic carbon. South Asia, South-East Asia and 
midlands of North America have grid cells with the largest crop yields in 2000. 

Changes in crop yields from 2000 to 2100 are provided in Figure 33 for the Mountains 
scenario and in Figure 34 for the Oceans scenario. Similar to the figures that show changes in 
NPP, brown colors represent the areas with a reduction in crop yields, while green colors depict 
the areas with an increase in crop yields. Negative changes are projected in parts of North 
America, Europe, South Asia and South-East Asia, mostly driven by changes in ozone damage, 
and temperature and precipitation changes. Africa and South America are mostly positively 
affected, which is driven by the projected increases in precipitation in these parts of the world. 
As with NPP, a notable difference between the Mountains and Oceans scenarios is in the central 
parts of Central America, where in the Oceans scenario crop yields are negatively affected when 
average monthly temperatures are above 33°C.  

Multiple climate and environmental changes will have consequences for global vegetation. 
These effects vary by region. The largest negative effects on annual NPP and crop yields occur 
in the areas exposed to increased ozone concentrations and reduced precipitation. The results for 
the Oceans and Mountains scenarios reveal that despite the CO2 fertilization effect (an increase 
in NPP and yields due to higher CO2 concentrations), mid- and high-latitude areas (parts of Eurasia 
and North America) see substantial negative yield effects. Yet the largest negative yield effects are 
in South Asia and South-East Asia, which are impacted by higher ozone concentrations, lower 

 
Figure 32. Crop yield (kgC/year) in 2000 per grid cell. 
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Figure 33. Change in crop yield (kgC/year) between 2000 and 2100 in the Mountains Scenario. 

 

 
Figure 34. Change in crop yield (kgC/year) between 2000 and 2100 in the Oceans Scenario. 
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precipitation and increased occurrence of months with average temperatures higher than 33oC. 
Parts of Sub-Saharan Africa and South America are positively impacted by the CO2 fertilization 
effect and increased precipitation. There are some caveats to the results presented above. As in 
our previous studies (e.g., Reilly et al., 2007; Kicklighter et al., 2012), TEM grows the “generic” 
crop as soon as the weather is suitable and if the season is lengthened TEM automatically grows 
additional crops. In some subtropical regions, winter cropping improves even if summer cropping 
fails. The “generic” TEM crop is a C3 crop (i.e., grains, beans and vegetables) that responds 
relatively strongly to CO2 fertilization. In reality, agriculture includes C4 crops (i.e., maize and 
sorghum), which are less responsive to CO2 concentration, and so the average response including 
C4 crops is likely to be lower than we estimate. The TEM estimates assume an optimum nitrogen 
fertilization of crops, so that CO2 fertilization is not nitrogen-limited as it would be for natural 
vegetation or under conditions where fertilizer application is not optimal. Thus, neither spatial nor 
temporal variations in the amount, timing and the effectiveness of fertilizer applications have been 
considered, which may also contribute to the positive effect. Additionally, the TEM simulations 
do not consider the influence of irrigation so that crop productivity may be underestimated in arid 
regions. TEM models vegetation on a monthly basis for a generic crop and does not account for 
daily or weekly temperature spikes. Crop yield for specific crops can be severely affected by short 
periods of heat or drought during key developmental phases. Despite these limitations, TEM 
results are relevant as they can be considered to represent a case where crop breeding or changes 
in crop type enable adaption that overcomes these limitations as climate changes. With these 
caveats, the results presented above should be treated as informing general regional trends in crop 
yield effects rather than as predictions for each particular grid cell. 

8. CONCLUSIONS 

Assessing climate change impacts is a challenging task. The world has not experienced the 
current greenhouse gas (GHG) concentrations over the past 650,000 years as recorded in ice 
cores. In this study we considered three types scenarios: a) projections of the future based on an 
assessment of current climate policies and pledges and removal of these after 2020; b) 
exploratory scenarios with differing energy system development; and c) a target-driven pathway 
to reach 2°C stabilization by 2100. These scenarios show that significant policy measures are 
needed to stabilize temperatures and climate impacts. They also illustrate the scale of the needed 
transformation in the energy and other sectors in the economy. Uncontrolled emissions are 
projected to increase the global mean surface temperature by more than 4°C by 2100 in 
comparison to pre-industrial levels. Our study shows that the COP-21 agreement in Paris will 
succeed in a useful lowering of the trend of global GHG emissions. It will not, however, reduce 
global emissions to a trajectory to 2°C or even 3°C stabilization by 2100. Exploratory and 
target-driven scenarios show that a substantial additional de-carbonization, especially in the 
second part of the 21st century, is needed to achieve more tolerable climate goals.  

The two Shell scenarios explore a plausible development of how climate change might 
steadily move up in the public and political agendas following the COP-21 meeting in Paris. In 
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this report we evaluated a wider range of scenarios: No policy after Paris (NCP2020), policies 
likely agreed upon in Paris (Outlook), rising response to climate concern (Oceans and 
Mountains), and the aspirational case (2°C). The Paris Agreement will not succeed in reaching 
the goal of 2°C limit, and without further policy measures it is projected to result in a 3.5°C 
increase in global temperature in 2100 relative to pre-industrial levels. Mountains and Oceans 
exhibit a substantial movement towards temperature stabilization, as they result in only  
2.4–2.7°C increases by 2100. In addition to a substantial shift to renewable energy and 
deployment of carbon capture and storage (CCS), availability of a negative emission technology 
(e.g. biomass with CCS) and policies on non-CO2, GHGs are valuable components of potential 
climate stabilization pathways.  

Many researchers are cautious about reducing all impacts to a dollar value because very little 
is known about damage functions, there is no theory to guide their improvement, and in many 
cases arbitrary functional forms and corresponding parameter values are chosen (Pindyck, 2013). 
In contrast to the approach of assessing climate impacts by estimating the so called damage 
function, i.e., the relationship between an increase in temperature and GDP (or the growth rate of 
GDP), here we focused on understanding the chain of physical changes – global and regional 
temperature, precipitation, ocean acidification, air pollution, water availability and agricultural 
yields. Our results show that the projected climate impacts vary dramatically across the globe. 
The use of different climate patterns shows that we have to treat the exact numbers or specific 
forecasts extremely carefully. Current knowledge is still far from allowing us to make long-term 
specific projections for a particular area. However, some general observations about the 
prevailing trends can be made. Our analysis shows that more stringent emission reduction 
scenarios (Oceans, Mountains, 2°C) are successful in mitigating a large portion of water stress 
impacts and air pollution damages. They also cap the ocean acidity increase, while agricultural 
yields are still strongly affected. These projections show a significant value of policies that may 
not end up in 2°C stabilization but fall substantially close to that target by the end of the century. 
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